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GENERAL INFORMATION 

About CDE 2021 

For more than 20 years the Spanish Conference on Electron Devices (CDE) has served as the main 

venue for the presentation and discussion of current and emerging electron devices and technologies 

developed by Spanish research groups. In 2021, CDE will be held in Seville, from 9 to 11 June, 

following the successful events in Salamanca (2018), Barcelona (2017), Aranjuez (2015), Valladolid 

(2013), Palma de Mallorca (2011), Santiago de Compostela (2009), El Escorial (2007), Tarragona 

(2005), Calella de la Costa (2003), Granada (2001), Madrid (1999) and Barcelona (1997). 

The 13th edition of the CDE will be held online to ensure all security measures. The safety and well-

being of our participants are our priorities.  

Conference topics 

The aim of the conference is to review the advances in the field of electronic devices, according to 

the following topics: 

HORIZONTAL TOPICS (TECHNIQUES AND PROCESSES) 

H1. Materials and processing technology 

Manufacturing techniques for bulk or 2D layered materials (LPE, MBE, MOVPE, CVD, ALD ...). 

Development of semiconductor materials: carbon-based materials: graphene, CNT, fibers... New 

organic semiconductors. Technological processes and their simulation: bulk substrates treatment, 

photolitography, e-beam lithography, etching, FIB, diffusion, ion implantation, insulator and metal 

deposition, ohmic contacts, etc. Ink-jet, 3D and other new printing techniques for electronic devices. 
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H2. Device modelling and simulation 

Statistical, numerical or analytical models for electronic, optical or physical device aspects. Physical 

and circuital device models and their interconnection. 

H3. Characterization and reliability 

Physical and chemical characterization of electronic materials: SIMS, XPS, photoluminescence, Hall 

Effect, XRD, SEM, TEM, STM, AFM, AES, RBS, etc. Electrical and optical device characterization: 

quantum efficiency, I-V, C-V, impedance, TLM, etc. Device reliability, fault analysis, electromigration, 

real time and fast degradation experiments, etc. 

VERTICAL TOPICS (DEVICE TYPES) 

V1. Sensors, actuators and micro/nano systems 

Structures and their integration into devices for sensors, actuators and micro/nanosystems, 

MEMS/NEMS. It includes sensors for physical, chemical, gas, electrochemical, mass ... detection. 

Integrated sensors. Hybrid integration with optical components. Energy harvesting. Electronic noses. 

V2. Photovoltaic and optoelectronic/photonics devices and displays 

Single crystal technologies (Si, III-V), thin film technologies (chalcogenides, a-Si, perovskites...), organic 

PV, third generation based concepts. Optoelectronic devices: LEDs, lasers, optical modulators, 

photodiodes, CMOS or CCD array detectors. Photonic Crystals structures. Displays: TFT, LCD, OLEDs... 

V3. Biomedical devices and Lab-on-Chip 

Sensors for biomedical detection. SPR. DNA chips. Micro-optofluidics. Micro- and nano separation 

technologies. Micro- and nano total analysis systems (uTAS, nTAS). Biological fuel-cells. Implantable 

medical devices and drug delivery devices. Medical diagnostic microsystem. Bioelectronics 

applications. 
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V4. New device concepts: quantum devices, nano-devices, RF, microwave and power devices 

New functional devices based in nanostructures: nanotubes, nanowires, quantum dots, graphene, etc. 

Magnetic, nano-photonic, spintronic, and molecular devices. Memristive switching devices. Devices 

for micro-energy harvesting. Terahertz operating devices. Discrete and integrated devices for high 

power/voltage/current operation, including FETs, HBTs for high power, RF, microwave and integrated 

switches, capacitors, inductors, and components for batteries. 
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PRESENTATIONS 

All accepted contributions included in the program are expected to be presented by one of their 

authors during the conference. Two types of presentations will be scheduled: oral and poster sessions 

Two online conferencing platforms, WebEx and SpatialChat, will be used during CDE 2021. 

Connection links will be sent by email to all the registered attendees in the days prior to the start of 

the conference. In addition, on Tuesday 8 June from 16:00 to 20:00h CEST, attendees will have the 

possibility of testing the platforms during a session with staff. 

Oral sessions 
Oral presentations will last 12 minutes plus 3 for questions and will be made via WebEx. 

Poster sessions 
Poster sessions will be held in Spatial Chat. 
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AWARDS 

Two types of prizes will be awarded during the conference: Best papers, and PhD competition.

Best papers awards 
The best presentations at each session (oral and poster) will be awarded. The winners will be 

announced during the closing ceremony and a prize will be handed out to them. 

Thanks to our partner Sensors, an open access journal from MDPI, for collaborating in this award. 

PhD competition 
The conference will also host the PhD Research Competition, sponsored by the IEEE CEDA Spain 

Chapter. PhD students will present briefly their PhD research advances in a short talk, and the best 

one as selected by a jury will receive an award valued in 150 euro. 

Competition rules: 

• Maximum length for the presentation: 5 minutes.

• Participants will be allowed to share their screen with slides or videos.

• Only the first 15 participants to register will be included.

• Presentations will take place on Thursday 10 June at 17:00 CEST.

• Proof of enrollment on a PhD program will be requested.

• Register until 31 May.
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INVITED TALKS 

Heike Riel IBM Research Europe, Zurich 

9:00-9:45 Wednesday 9 

Towards Next Generation of Computing - Nano-Devices on Silicon 

Semiconductor nanodevices are at the core of almost all technologies we use from computing, to 

appliances, to communication devices, automotive, and critical infrastructure. The quest for 

increased chip performance and energy efficiency continues to rise whereas dimensional scaling 

is coming to an end. In this presentation I will give an overview of our research in the area of new 

materials and devices integrated on the silicon platform for next generation computing systems 

as well as hardware for artificial intelligence and quantum computing. 

Yiran Chen Duke University, U.S.A. 

15:00-15:45 Thursday 10 

Hardware/Software Co-design for AI Systems 

The rapid growth of modern neural network (NN) models’ scale generates ever-increasing 

demands for high computing power of artificial intelligence (AI) systems. Many specialized 

computing devices have been also deployed in the AI systems, forming a truly application-driven 

heterogenous computing platform. In this talk, we discuss the importance of hardware/software 

co-design in AI system designs. We first use resistive memory based NN accelerators to illustrate 

the design philosophy of AI computing systems, and then present several hardware friendly NN 

model compression and optimization techniques. 

13th Spanish Conference on Electron Devices

10



Manuel Dominguez-Pumar Universitat Politècnica de Catalunya, Spain 

9:00-9:45 Friday 11 

Mars 2020: the third NASA mission with Spanish wind sensing technology in Mars 

Wind sensing instrumentation with Spanish technology has reached Mars in three NASA missions: 

Mars Science Laboratory (the REMS instrument in the Curiosity rover), InSight (TWINS instrument) 

and Mars 2020 (MEDA instrument in the Perseverance rover). The talk will describe the sensors 

and how they are operated in the challenging Martian environment. It will also describe new 

instrumentation available for future missions. 
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PANEL DISCUSSION 

Spin-Off: From research to society
15:00-16:30 Wednesday 9  

Four Spin-Offs from the sector will participate in the panel discussion: A4CELL, Energiot Devices, 
VLC Photonics, Solar MEMS Technologies and the Spanish state agency CDTI. During this session, 
various topics will be discussed and questions will be put to the guests.

A4CELL     Elena Rivas Pérez

A4CELL develops New technology named SPAchip (Suspended 
Planar-Array Chips) offering a perfect way to monitorize single cell 
alive. SPAchips are intracellular silicom microchips for monitoring 
extraordinarily small volumes as a single cell. 

Energiot Devices     Gonzalo Murillo 

Energiot develops microgenerators to harvest ambient energy 
for smart wireless sensors, making possible a self-powered 
Internet of Things (IoT). Energiot is now focused on 24/7 end-
to-end monitoring of overhead electric lines to create a smarter 
grid. They can also create customized monitoring solutions to 
enable predictive maintenance for applications in other utility 
services such as water and gas distribution. 

13th Spanish Conference on Electron Devices

12

https://www.a4cell.com
https://www.energiot.com


VLC Photonics     Íñigo Artundo 

While VLC Photonics was born as a design house for photonic 

integrated circuits, it has evolved along the years to respond to 

the market needs. Currently, it provides all kinds of services 

spanning the whole photonic integration process, from initial 

evaluation to design, manufacturing, test, and packaging. 

Solar MEMS Technologies     José Miguel Moreno López 

Solar MEMS is a Spanish technological-based company, 

specialized in Micro Electro Mechanical Systems technology 

(MEMS) and its application to the design and development of 

high accurate sun sensors for space and other high technology 

markets. 

CDTI     Andrés Ubierna 

The Centre for the Development of Industrial 

Technology (CDTI) is a Public Business Entity, 

answering to the Ministry of Science and Innovation, 

which fosters the technological development and innovation of Spanish companies. It is the entity 

that channels the funding and support applications for national and international R&D&i projects of 

Spanish companies. 
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SPONSORS AND ACKNOWLEDGEMENTS 

PARTNERS 

Co-sponsored by AICIA (Asociación de Investigación 
y Cooperación Industrial de Andalucía) 

Technically co-sponsored by IEEE Electron Devices Society Spain Chapter 
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Final Program 

8 June 2021, Tuesday 

10:00-12:30 PLATFORMS TESTING 

12:30-14:00 MINI-COLLOQUIUM 

12:30-13:15 
M. Lanza.
KAUST, Saudi Arabia. 
Hexagonal boron nitride based electronic devices and circuits: status and prospects

13:15-14:00 
E. Simoen.
IMEC, Leuven, Belgium. 
Low-frequency noise in advanced CMOS devices

14:00-15:30 Break 

15:30-18:00 MINI-COLLOQUIUM 

15:30-15:50 
L. F. Marsal.
URV, Spain. 
Polymer Solar Cells: Advances and Challenges

15:50-16:10 
E. Miranda.
UAB, Spain. 
The memdiode model for RRAM devices and its application to neuromorphic computing

16:10-16:30 
B. Iñiguez.
URV, Spain. 
Compact Modeling of Organic and Amorphous Oxide Thin Film Transistors (TFTs) from 150K to 350K

16:30-17:15 
I. Kymissis.
Columbia University, NY, USA. 
Electronics on anything: How Thin Film Electronics can Instrument the World

17:15-18:00 
H. de los Santos.
NanoMEMS Research, Irvine CA, USA.
Theory of Nano-Electron-Fluidic Logic (NFL): A New Digital “Electronics” Concept 
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9 June 2021, Wednesday 

Session We I: Materials: Processing and characterization 

Chairperson Oral Session: Á. L. Álvarez-Castillo (Universidad Rey Juan Carlos) 
Chairperson Poster Session: F. Campabadal (CSIC) 

8:45-9:00 
OPENING 

Chairperson: M. Nafría (UAB) 

9:00-9:45 INVITED TALK 

H. Riel.
IBM Research Europe, Zurich.

Towards Next Generation of Computing - Nano-Devices on Silicon 

9:45-11:00 ORAL SESSION I (Materials: Processing and characterization) 

ID-60 9:45-10:00 
D. Caudevilla1, Y. Berencén2, S. Algaidy1, F. Zenteno1, J. Olea1, E. San Andrés1, R. García-Hernansanz1, 
A. del Prado1, D. Pastor1 and E. García-Hemme1.
1Universidad Complutense de Madrid, Spain, 2HZDR, Dresden, Germany.

Overcoming the solid solubility limit of Te in Ge by ion implantation and pulsed laser melting 
recrystallization 

ID-24 10:00-10:15 
F. Jiménez1, H. García2, M. B. González3, S. Dueñas2, H. Castán2, E. Miranda4, F. Campabadal3 and J. B.
Roldán1.
1Universidad de Granada, Spain, 2Universidad de Valladolid, Spain, 3IMB-CNM (CSIC), Barcelona, Spain, 
4Universitat Autònoma de Barcelona, Spain. 

Fabrication, characterization and modeling of TiN/Ti/HfO2/W memristors: programming based on 
an external capacitor discharge  

ID-78 10:15-10:30 
J. Martín1, G. Pedreira1, P. Saraza2, J. Díaz3, R. Castro-López4, R. Rodriguez1, E. Roca2, X. Aymerich1, F.
Vidal2 and M. Navafría1.
1Universitat Autònoma de Barcelona, Spain, 2IMSE-CNM, Sevilla, Spain, 3IMEC, Belgium, 4Nil. 

A complete smart approach for the RTN characterization and modelling of scaled MOSFETs 

ID-89 10:30-10:45 (ID:89) 
A. L. Álvarez1, F. Borrás1, S. J. Quesada1, A. López1, A. de Andrés2 and C. Coya1.
1Universidad Rey Juan Carlos, Madrid, Spain, 2ICMM, Madrid, Spain. 

Massive covalent functionalization of graphene by local electric-fields: a path for multianalyte 
biosensors 

ID-20 10:45-11:00 (ID:20) 
M. Bargalló1, M. Zabala1, K. Kalam2, A. Tamm2, F. Jiménez3, J. B. Roldán3 and F. Campabadal1.
1IMB-CNM (CSIC), Barcelona, Spain, 2University of Tartu, Estonia, 3Universidad de Granada, Spain. 

Analysis of the Characteristic Current Fluctuations in the High Resistance State of HfO2-based 
Memristors 

        11:00-11:30         Meet with friends 
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11:30-13:15  POSTER SESSION I (Materials: Processing and characterization) 

H1. MATERIALS AND PROCESSING TECHNOLOGY 

ID-12 G. López-Rodríguez1, G. Masmitjà1, I. Martín1, J. M. Moreno2, M. Rodríguez2, J. M. Quero3, J. García3 

and P. R. Ortega1.
1Universitat Politècnica de Catalunya, Barcelona, Spain, 2Solar MEMS Technologies S.L., Sevilla, Spain, 
3Universidad de Sevilla, Spain. 
Base and work vacuum pressure influence during sputtering of Al films for sun sensor applications 

ID-14 A. Torrens, G. Masmitjà, R. E. Almache, B. Pusay, E. Ros, G. López-Rodriguez, I. Martín, C. Voz, J.
Puigdollers and P. R. Ortega.
Universitat Politècnica de Catalunya, Barcelona, Spain. 

Atomic layer deposition of SnO2 films for c-Si solar cells 

ID-15 E. San Andrés1, R. García1, E. García1, R. Barrio2, I. Torres2, D. Caudevilla1, D. Pastor1, J. Olea1, A. del
Prado1, S. M. Algaidy1 and F. Pérez1.
1Universidad Complutense de Madrid, Spain, 2CIEMAT, Madrid, Spain. 

High Pressure Sputtering of materials for selective contacts in emerging photovoltaic cells 

ID-56 R. Barrio.
CIEMAT, Madrid, Spain.

Light-trapping improvement of limited-quality silicon wafers for silicon heterojunction solar cell 
applications 

ID-73 S. Sánchez.
Ceit, Donostia-San Sebastián, Spain.

Nanosecond laser assisted chemical vapor deposition process for the growth of ZnO thin films 

ID-80 K. B. Saddik1, J. Grandal2, B. J. García1 and S. Fernández-Garrido3. 
1Universidad Autónoma de Madrid, Spain, 2Instituto de Sistemas Optoelectrónicos y Microtecnología, 
Universidad Politécnica de Madrid, Spain, 3Dpto. Física Aplicada, Universidad Autónoma de Madrid, Spain. 
Chemical beam epitaxy of GaP1-xNx for the integration of III-V solar cells and light-emitting devices 
on Si(001) 

H3. CHARACTERIZATION AND RELIABILITY 

ID-18 A. Pacheco1 and D. Jiménez2.
1Dpto. Ingeniería Electrónica., Universitat Autònoma de Barcelona, Spain, 2Universitat Autònoma de Barcelona,
Spain.
A contact resistance extraction method of 2D-FET technologies without test structures 

ID-29 M. Maestro-Izquierdo1, M. B. González1, P. Martín-Holgado2, Y. Morilla2, and F. Campabadal1.
1IMB-CNM (CSIC), Spain, 2CNA, Sevilla, Spain.

Gamma Radiation Effects on HfO2-based RRAM Devices 

ID-32 V. M. Orejuela.
IES, Universidad Politécnica de Madrid, Spain.

Advances in the development of high efficiency III-V multijunction solar cells on Ge|Si virtual 
substrates 

ID-43 S. Fernández-Garrido1, C. Pisador1, J. Lähnemann2, S. Lazic3, A. Ruiz4 and A. Redondo-Cubero1.
1Dpto. Física Aplicada, Universidad Autónoma de Madrid, Spain, 2Paul-Drude-Institut für Festkörperelektronik, 
Berlin, Germany, 3Dpto. de Física de Materiales, Universidad Autónoma de Madrid, Spain, 4Instituto de Ciencia
de Materiales de Madrid, CSIC, Spain. 
Coalescence, crystallographic orientation and luminescence of ZnO nanowires grown on Si(001) by 
chemical vapour transport 
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ID-45 A. Ruiz1, N. Seoane2, S. Claramunt1, A. J. García-Loureiro2, M. Porti1 and M. Nafría1.
1Universitat Autònoma de Barcelona, Spain, 2Universidad de Santiago de Compostela, Spain.

Analysis of metal gate workfunction fluctuations on MOSFETs variability using KPFM 
characterization and device simulation tools 

ID-51 K. B. Saddik1, J. Lähnemann2, M. Pérez1, M. A. Pampillón1, J. Grandal3, B. J. García1 and S. Fernández-
Garrido4. 
1Universidad Autónoma de Madrid, Spain, 2Paul-Drude-Institut für Festkörperelektronik, Berlin, Germany, 
3Intituto de Sistemas Optoelectrónicos y Microtecnología, Universidad Politécnica de Madrid, Spain, 4Dpto. 
Física Aplicada, Universidad Autónoma de Madrid, Spain. 

Luminescence of GaP1-xNx grown by chemical beam epitaxy: correlation with growth conditions 

ID-91 L. Martínez-Herraiz, E. Ruiz, A. F. Braña y J.L. Plaza.
LCC, Madrid, Spain.

Effects of Surface Treatments on the Performance of CdZnTeSe Radiation Detectors

15:00-16:30 PANEL DISCUSSION (Spin Off: From research to society) 

16:30-17:00 Meet with friends 

17:00-18:30 SOCIAL EVENT 
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10 June 2021, Thursday 

Session Th II: Photovoltaic, optoelectronic and photonic devices 

Chairperson Oral Session: J. R. Ramos-Barrado (Universidad de Málaga) 
Chairperson Poster Session: J. Pallares (Universitat Rovira i Virgili)

9:00-10:15 ORAL SESSION II (Photovoltaic, optoelectronic and photonic 
devices) 

ID-9 9:00-9:15 
A. J. García-Loureiro1, E. Fernández2, N. Seoane1, P. Rodrigo2, E. Comesaña1 and F. Almonacid2. 
1Universidad de Santiago de Compostela, Spain, 2Universidad de Jaén, Spain. 

High-efficiency intrinsic-Vertical-Tunnel-Junction multi-band-gap concentrator solar cells up to 
15,000 suns 

ID-16 9:15-9:30 
L. F. Marsal, J. Pallares and E. Moustafa.
Universitat Rovira i Virgili, Tarragona, Spain.

Influence of Spray Pyrolysis Deposition Technique on the Performance and stability of Polymer Solar 
Cells 

ID-27 9:30-9:45 
E. Navarrete-Astorga1, J. Rodríguez-Moreno1, M. C. López-Escalante1, J. J. Peinado1, F. Martín1, E.
Dalchiele2 and J. R. Ramos-Barrado1.
1Universidad de Málaga, Spain, 2Instituto de Física, Facultad de Ingeniería de Montevideo, Uruguay.

Flexible and transparent supercapacitors based on ZnO nanowires 

ID-46 9:45-10:00 
C. Coya1, C. D. Redondo-Obispo1, T. Ripolles1, E. Climent-Pascual2, A. de Andrés3 and A. L. Álvarez1.
1Universidad Rey Juan Carlos, Madrid, Spain, 2Universidad Politécnica de Madrid, Spain, 3ICMM, Madrid, Spain.

Influence of graphene on hybrid perovskites-based solar cells performance 

ID-63 10:00-10:15 
D. Sánchez1, J. D. López1, M. Delgado2, R. Altuna1, C. Vázquez1, A. Fresno1, P. Contreras1, R.
Rodríguez1, A. Nuñez1, I. Rey-Stolle2, M. Gabás2, M. Honojosa2, C. Algora2, I. García2, X. Barrero1, I. 
Lombardero2, L. Cifuentes2 and J. Bautista2. 
1Universidad Carlos III de Madrid, Spain, 2Instituto de Energía Solar, Universidad Politécnica de Madrid, Spain. 

Optimized Power-over-Fiber System to Remotely Feed Smart Nodes for Low-Power Consumption 
Applications 

10:15-11:30 POSTER SESSION II (Photovoltaic, optoelectronic and photonic 
devices) 

V2. PHOTOVOLTAIC AND OPTOELECTRONIC/PHOTONICS DEVICES AND DISPLAYS 

ID-8 C. Outes1, E. Fernández1, N. Seoane2, F. Almonacid1 and A. J. García-Loureiro2.
1Universidad de Jaén, Spain, 2Universidad de Santiago de Compostela, Spain.

Study of Recombination Effects in a Vertical-Tunnel-Junction GaAs Solar Cell 

ID-11 A. A. A. Torimtubun, J. Pallares and L. F. Marsal. 
Universitat Rovira i Virgili, Tarragona, Spain.

Effect of Thermal Annealing on the Performance of PTB7-Th:PC70BM-Based Ternary Organic Solar 
Cells 
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ID-13 J. Olea, S. Algaidy, D. Caudevilla, E. García-Hemme, A. del Prado, D. Pastor, R. García-Hernansanz, F.
Zenteno, E. San-Andrés, G. González-Díaz, I. Mártil, D. Montero, P. Gomez, J. Gonzalo, and J. Siegel.
Universidad Complutense de Madrid, Spain.

Advances on GaP:Ti material and solar cells 

ID-30 M. Fisse1, L. López1, L. Yedra1, F. Peiró1, S. Estradé1, S. Paetel2, R. Fonoll-Rubio3, M. Guc3 and V. 
lzquierdo-Roca3. 
1Universitat de Barcelona, Spain, 2Zentrum für Sonnenenergie und Wasserstoff-Forschung, Stuttgart, Germany,
3Institut de Recerca en Energia de Catalunya, Barcelona, Spain. 
Characterization of thin CIGS solar cells by electron microscopy techniques 

ID-38 G. López-Rodríguez, E. Ros, P. R. Ortega, C. Voz, J. Puigdollers and I. Martín. 
Universitat Politècnica de Catalunya, Barcelona, Spain. 

Thin c-Si Solar Cells Based on VOx Heterojunctions 

ID-47 S. Algaidy1, J. Olea1, D. Caudevilla1, E. García-Hemme1, A. del Prado1, D. Pastor1, D. Montero1, R. García-
Hernansanz1, E. San Andrés1, G. González-Díaz1, I. Mártil1, J. Siegel2, J. Gonzalo2, M. Wang3 and Y. 
Berencén3. 
1Universidad Complutense de Madrid, Spain, 2IO-CSIC, Madrid, Spain, 3Helmholtz-Zentrum Dresden-Rossendorf,
Dresden, Germany. 

Recrystallization of GaAs supersaturated with Ti 

ID-52 L. K. Acosta, J. Ferre-Borrull and L. F. Marsal.
Universitat Rovira i Virgili, Tarragona, Spain. 

Progress in Engineering Photonic Structures based on Nanoporous Anodic Alumina 

ID-55 I. Torres. 
CIEMAT, Madrid, Spain.

Silicon heterojunction solar cells with Graphene-modified front transparent conductive electrodes 

ID-57 R. Barrio. 
CIEMAT, Madrid, Spain.

Laser Fired Contacts in multicrytalline silicon solar cells 

ID-61 L. F. Marsal1 and J. G. Sánchez2.
1Universitat Rovira i Virgili, Tarragona, Spain, 2ICIQ, Tarragona, Spain.

Bulk-Heterojunction Organic Solar Cells Towards 20% of Power Conversion Efficiency 

ID-64 E. García, D. Caudevilla, S. M. Algaidy, F. Pérez, R. García, J. Olea, D. Pastor, A. del Prado, E. San Andrés, I. 
Mártil and G. González. 
Universidad Complutense de Madrid, Spain. 

Unveiling the optoelectronic mechanisms ruling Ti hyperdoped Si photodiodes 

ID-66 E. López-Aymerich. 
Universitat de Barcelona, Spain.

Simulations and nanofabrication of photonic crystals based on silicon pillars for mechanical 
biosensors 

ID-74 S. González-Torres. 
Universitat de Barcelona, Spain.
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Improvement of III-V solar cells by using oxides doped with rare earths 

V1. SENSORS, ACTUATORS AND MICRO/NANO SYSTEMS 

ID-25 C. Reig1, F. Pardo1, J. A. Boluda1, F. Vegara1, M. D. Cubells1, J. Sanchis1, S. Abrunhosa2 and S. Cardoso2. 
1Universidad de Valencia, Spain, 2INESC-Microsystems and Nanotechnologies, Lisbon, Portugal.

Advanced Giant Magnetoresistance (GMR) sensors for Selective-Change Driven (SCD) circuits 
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 Overcoming the solid solubility limit of Te in Ge by ion 
implantation and pulsed laser melting recrystallization. 

D. Caudevilla1,*, E. García-Hemme1, D. Pastor1, S. Algaidy1, J. Olea1, E. San Andrés1, R. García-

Hernansanz1, A. del Prado1, G. González-Díaz1, I. Mártil1, F. Zenteno1, Y. Berencén2 

1Dpto. EMFTEL, Fac. CC. Físicas, Univ. Complutense de Madrid, 28040 Madrid, Spain; *danicaud@ucm.es 
2Helmholtz-Zentrum Dresden-Rossendorf, Institute of Ion Beam Physics and Materials Research, Bautzner Landstr. 

400, 01328 Dresden, Germany. 

1. Introduction
Short and mid-infrared sensing based on CMOS 
compatible semiconductors is a technological challenge. 
Germanium hyperdoped with deep level donors, such as 
tellurium, would lead to the formation of an 
intermediate band within the band gap that allows Ge 
for sub-band gap mid-infrared photoresponse at room 
temperature [1]. To hyperdope Ge, a combination of 
non-equilibrium techniques is proposed: ion 
implantation followed by Pulsed Laser Melting (PLM). 
To avoid implantation-induced Ge surface porosity, 
LN2 (77K) temperatures are typically used. In this 
work, we propose to use alternatively slightly higher 
implantation temperatures (143 K) together with an a-Si 
capping layer. 

2. Experimental
DSP, 300 µm <100> p-Ge wafers (1 Ω·cm) were 
implanted with 130Te+ at doses of 1014 cm-2 and 1016 
cm-2 with an energy of 120 keV. To mitigate the surface
implantation-induced damage produced by heavy ions at
high energy, a 50-nm-thick a-Si capping layer was
sputtered on top of the wafers [2] combined with ion
implantation at temperatures below 143 K.
After ion implantation, the wafers were cut in 5×5 mm2

square samples. The a-Si capping layer was selectively
etched by submerging the samples in TMAH (25%) at
60ºC for 5 min. After the etching process, the samples
were pulsed laser annealed with a Xe-Cl excimer laser
(Coherent COMPexPRO201) at a wavelength of 308
nm, with a pulse duration of 28 ns and an energy density
of 0.5 J·cm-2. All the fabrication steps were performed
at Helmholtz-Zentrum Dresden-Rossendord's facilities.
The phonon spectra were determined by µ-Raman
spectroscopy in the wavenumber range of 100-550 cm-1

using a 532-nm-Nd:YAG laser. Transmission Electron
Microscopy (TEM) was performed to analyze the
crystal structure, whereas Energy Dispersive X-Rays
Spectroscopy (EDS) was used to characterize the
material composition. We also obtained the in-depth
profiles of the Te implanted samples by ToF-SIMS.

3. Results and conclusion
The tellurium in-depth profiles are shown in Fig. 1. 
Upon Te implantation, 72% of the implanted Te atoms 
were found to penetrate the Ge substrate. After etching 
the a-Si layer and performing PLM, Te was found to be 
redistributed deeper into the substrate. Nevertheless, 
even for the lowest dose and after PLM, we demonstrate 
that the Te solid solubility limit in Ge (2×1015 cm-3, Ref. 
[3]) is surpassed by three orders of magnitude. 
Fig. 2 shows the Raman spectra of the implanted doses 
before the PLM (after the a-Si capping layer etch), and 
after the PLM process. Even at the lowest implanted 
dose, the Ge substrate is amorphized. After PLM, 
however, the crystallinity of the samples is recovered 
for both implanted doses. The c-Ge vibrational mode 
shows a low-frequency asymmetry, which is related to a 
partial lack of crystallinity. The shift of the Ge-Ge peak 
at 300 cm-1 likely originates from strain, induced by the 
Te incorporation.  
Fig. 3 and 4 show the TEM images from the two as-
implanted samples with the capping layer. It is observed 
that the amorphous Ge:Te region becomes thicker and 
the interface between the a-Si capping layer and the 
amorphized Ge becomes more diffuse as the dose 
increases. Fig. 5 and 6 indicate that the crystallinity of 
the implanted layer is fully recovered after PLM, with 
no signs of extended defects. Furthermore, EDS 
confirms Te incorporation above the 5% into the Ge 
layer at the highest dose, before and after laser melting.  
In this work, we demonstrated that Ge layers can be 
supersaturated with Te concentrations several orders of 
magnitude above the solid solubility limit. The resulting 
supersaturated Ge:Te layers are fully recrystallized 
without extended defects after the PLM process. 
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Fig.1. ToF-SIMS profiles of low- (1014 cm-2) and high-dose 
(1016 cm-2) supersaturated Ge:Te before and after PLM. The 

first 50 nm corresponds to the a-Si capping layer.  

Fig.3. TEM image of a germanium substrate as implanted 
with Te+ at a dose of 1014 cm-2. From top-right to bottom-left 

we see the Pt from sample preparation, the a-Si capping 
layer, and the germanium substrate, amorphized in the first 

40 nm. 

Fig.5. TEM image of the recrystallized Ge:Te implanted at a 
dose of 1014 cm-2. The a-Si was removed before PLM. In the 
inset we can see the SAED diagram to verify the crystallinity. 

Fig.2. Raman spectra of Te-implanted Ge samples at 
different doses (1014 cm-2 in red and 1016 cm-2 in blue). The 
dashed lines correspond to the samples before PLM and the 
filled lines to PLM processed samples with a fluence of 0.5 

J·cm-2. We indicate the peaks corresponding to Ge-Ge 
bonding (at 300 cm-1) and to Ge-Si bonding (at 380 cm-1). 

Fig.4. TEM image of a germanium substrate as implanted 
with Te+ at a dose of 1016 cm-2. From top-right we see the Pt 

from sample preparation and then the a-Si capping layer 
mixed with the amorphized Ge substrate (150 nm in total).  

Fig.6. TEM image of the recrystallized Ge:Te implanted at a 
dose of 1016 cm-2. The a-Si was removed before PLM.  In the 
inset we can see the SAED diagram to verify the crystallinity. 
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Fabrication, characterization and modeling of 
TiN/Ti/HfO2/W memristors: programming based on an 

external capacitor discharge 
F. Jiménez-Molinos1, H. García2

,
 M.B. González3, S. Dueñas2,

H. Castán2, E. Miranda4, F. Campabadal3, J.B. Roldán1

1Depto. Electrónica y Tecnología de Computadores. Universidad de Granada. 18071 Granada, Spain. 
Email: jmolinos@ugr.es 

2Depto. Electrónica, Universidad de Valladolid. Paseo de Belén 15, 47011 Valladolid, Spain 
3Institut de Microelectrònica de Barcelona, IMB-CNM (CSIC), Campus UAB, 08193 Bellaterra, Spain 
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1. Introduction
Memristors based on resistive switching, such as bipolar 
valence change memories, are key devices for the 
implementation of synaptic weights in neuromorphic 
circuits. For that task, multilevel operation is required 
and several programming schemes have been proposed 
under voltage ramps or pulsed voltage operation [1,2]. 
Furthermore, current pulses have also been proposed for 
a better control of the potentiation (set) [3]. In the latter 
case, hardware limitations hinder the use of short 
current pulses and transitions are obtained with just one 
applied pulse, which prevents cumulative effects linked 
to pulse series. To overcome this issue, in this work the 
control of set/reset processes by a limited amount of 
charge is explored. Memristors based on a 
TiN/Ti/HfO2/W stack have been fabricated and 
characterized. The experimental data are simulated and 
analysed using the dynamic memdiode model. 

2. Device fabrication and measurement
The devices used are TiN/Ti/HfO2/W structures. The 10 
nm-thick HfO2 layer was grown by atomic layer 
deposition at 225°C using TDMAH and H2O as 
precursors, and the top and bottom metal electrodes 
were deposited by magnetron sputtering. The bottom 
electrode consists of a 50 nm-W layer deposited on a 20 
nm-Ti adhesion layer on a highly doped n-type silicon 
wafer. The top electrode is a 200 nm-TiN on a 10 nm-Ti 
layer acting as oxygen getter material. Electrical contact 
to the bottom electrode is made through the Al-
metallized back of the silicon wafer. The resulting 
structures are square cells of 5×5 μm2. A schematic 
cross-section of the active area is given in Fig. 1. 
To carry out the electrical measurements, an HP 4155B 
semiconductor analyzer was used to measure the 
conductance values. As shown in Fig. 2, two relays 
control the capacitor charging (1 off and 2 on) using 
an electrometer, and the capacitor discharge (1 on and 
2 off) through the memristor. 

3. Device modelling and results
The devices have been modeled by means of the 

dynamic memdiode model [4]. The set of fitting 
parameters is the same in all the simulations performed 
here. Fig. 3 shows the experimental and modeled I-V 
characteristic obtained under a ramped voltage signal. 
Fig. 4 shows the device final conductance (the read 
voltage is 0.1 V) after set programming using different 
capacitors previously charged with 1nC, as a function of 
the initial capacitor voltage. According to the device 
model, the current is a function of the applied voltage, 
Vm, and the state variable, h (I(Vm, h), see Fig. 5). The 
trajectories on such surface, followed during the 
transient processes carried out for obtaining Fig. 4, are 
represented in Fig. 5a. Note that the transition is fast 
enough so that the voltage remains almost constant 
while the state variable h evolves; in this context, the 
capacitor acts also as a current limiting device. As 
shown in Fig. 5b, the final device state, h, does not 
depend on the initial one (if the latter is lower than the 
final value reached departing from h=0). 
Reset processes have also been experimentally 
performed (Fig. 2) and modeled. Different capacitors 
were charged with 6nC and connected to the memristor 
afterwards. The resultant conductance at 0.1V is plotted 
in Fig. 6 and the simulated trajectories on the I(Vm, h) 
surface are shown in Fig. 7. 
Note that the model [4] successfully reproduces the 
device behavior for different operation regimes: ramped 
voltage excitations (Fig. 3) or transient response during 
the capacitor discharge process (Figs. 4 and 6).  
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Fig.1. Device cross-section schematics. 
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Fig.2. Measurement setup 

Fig.3. Experimental (black) and modeled (red) I-V curve. 

Fig.4. Resultant conductance at 0.1 V versus capacitor 
voltage after programming (set process). Different capacitors 
previously charged with 1nC where employed. Balls: 
experimental data; stars: simulated results. The dashed line 
represents the linear fitting of the experimental data. 

Fig.5. a) Modeled device current characteristics I(Vm, h) 
shown in 3D surfaces. Simulated trajectories during the same 
programming events as those in Fig. 4 are shown. b) 
Simulated trajectories departing from different memristor 
initial states (h values) are shown (they correspond to a case 
of C = 500 pF). 

Fig.6. Conductance at 0.1 V versus capacitor voltage after a 
reset process for different capacitors previously charged with 
6nC. Circles: experimental data; diamonds: simulated results. 
The dashed line represents the linear fitting of the 
experimental data. 

Fig.7. Simulated trajectories on the modeled I(Vm,h) surface 
during the same reset processes as those in Fig. 6. 

(a) 

(b) 
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Time-Dependent Variability (TDV) has become a 
serious concern in advanced technology nodes due to its 
impact on circuit reliability. TDV includes transient 
effects, such as Random Telegraph Noise (RTN) [1], and 
aging phenomena, such as Bias Temperature Instability 
(BTI) and Hot-Carrier Injection (HCI) degradation [2]. 
Recently, it has been demonstrated that aging 
experiments in hundreds of devices can be parallelized, 
to obtain the required statistical information within a 
feasible experimental time [3]. This work is focused on 
RTN characterization, where particular challenges 
appear. We present here a new method that drastically 
reduces the testing time and also the analysis effort. 

The ENDURANCE chip has been designed to 
perform massive time-zero and time-dependent 
variability characterization in a large number of devices 
(Fig. 1) [3]. The core of this chip is an array of 
transistors in which each device is connected through 
switches to several external lines for biasing. In this way, 
the devices can be either stressed, measured or switched 
(Fig. 2), to implement an automated Measurement-
Stress-Measurement testing procedure. By correctly 
setting up the state of the switches, the stress phases are 
overlapped (Fig. 3) and consequently, the duration of the 
aging experiments is drastically reduced [4]. However, 
as shown in Fig. 3, the measurement phases never 
overlap, which is a drawback for the parallelization of 
typical RTN experiments where a continuous 
monitorization of the device current is needed. The result 
is that RTN testing time can be extremely long. 
However, in this paper, a new scheme for the 
simultaneous characterization of RTN in hundreds of 
devices is proposed; this scheme reduces the RTN 
testing time and facilitates data analysis.   

RTN is observed as random and sudden changes of 
the transistor drain current (Fig. 4a), which have been 
related to the capture/emission of charges in/from the 
defects in the device. The new characterization scheme 
proposed here starts with the evaluation of ∆ID=ID(t2)-
ID(t1) for each RTN trace, where t1 and t2 are two instants 
(Fig. 4a), such that t2-t1 is fixed to a predetermined value. 
The histogram in Fig. 4b shows the ∆ID probability 
density function obtained from current measurements at 
VGS=-0.6V of 784 pMOS transistors in the 
ENDURANCE chip, for  t2 - t1 =40s. The peak around 0 
is associated to the cases where either there is no active 
defect in the device or all the defects are at the same 

occupancy state at t1 and t2 (i.e., the same current level is 
measured at the two instants). The width of this peak is 
related to the background noise of the measurement 
system. The tail of the ∆ID distribution is indicative of an 
ID shift in this time interval because the defect 
occupancy has changed. Then, since ΔID is evaluated 
from the current at two instants, it can be easily obtained 
with our set up by simply applying the same voltage 
during the Stress and Measurement phases in our  test 
scheme (Fig. 3), and measure the currents at two times 
separated by the predetermined interval (t2-t1=40s, in this 
case). 

The resulting data is the basis for the modelling of 
the RTN phenomenon. The model parameters can be 
extracted from the ΔID distributions in Fig. 4, i.e., the 
statistical distributions of the number of defects (NDef) 
and the ID shift caused by the trapping/detrapping of 
each defect (η). This is done following the procedure 
shown in the flow diagram of Fig. 5: assuming Poisson 
and exponential distributions for NDef and ɳ, respectively, 
∆ID distributions are generated through Monte-Carlo 
simulation, to determine the NDef and ɳ distributions that 
minimize the difference between the experimental and 
generated density functions (lines in Fig. 4b and 4c).  

To verify the method, complete RTN traces of the 
same transistors have been measured (Fig. 6) and 
analyzed in detail (one by one) using the procedure 
explained in [5]. The bars in Fig 7 show the NDef and ɳ 
distributions obtained from this analysis, whereas the 
lines correspond to the distributions obtained using the 
new proposed scheme. The excellent agreement between 
both distributions indicates that the statistical distribution 
of NDef and η can be obtained by measuring only two
points of the ID traces separated by a time interval t2-t1 
rather than the entire current trace. Consequently, RTN 
measurements in a set of devices can be also 
parallelized, with the consequent saving in testing time. 
As an example, in the experiment shown, it was reduced 
from ~9h to 118s.  

In conclusion, we have demonstrated that the 
probability distributions of NDef and η (key for RTN 
modelling) can be obtained by measuring the drain 
current only at two instants. Then, this smart analysis 
method, combined with the ENDURANCE chip and 
pipelined test scheme, provides a complete framework 
for the statistical characterization and analysis of the 
TDV mechanisms in affordable measurement times.   
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Fig.1. Experimental setup used to automate the 
characterization of RTN. 784 pMOS transistors with 
W/L=80nm/60nm from the chip ENDURANCE were 
measured.  

Fig.2. Schematic of the transistor connections that establish 
different operation modes. 

Fig. 3. Example of the stress-measurement time flow, for the 
case of 4 devices (D is a delay introduced so that the 
measurement phases never overlap). Our RTN 
characterization method is based in the ID acquisition at two 
different measurement phases (M), when the stress and 
measurement voltages are the same. The longer the delay 
between the selected measurement phases, the larger the 
number of defects that contribute to RTN.     

Fig. 4. a) Schematic RTN waveform, to illustrate the new 
method used to characterize RTN in a large number of 
devices. To apply this method, the current at only two 
instants must be measured. b) Probability and cumulative 
c) density functions of ∆ID obtained when considering t2-
t1=40s. (bars and symbols: from experimental traces.
Line: obtained with our method).

Fig. 5. Flow diagram of the procedure designed to generate 
one ∆ID value. 

Fig.6. Some representative shots of the ID traces (VGS = 0.5V 
and VDS = 100mV). The drain current (ID) was registered 
during 40s, with a sampling time of 2ms. To better visualize 
the associated current levels, only 1s out of the 40s long 
waveforms is shown. 

Fig. 7. NDef (a) and η (b) distributions obtained from the 
detailed analysis of the complete set of traces (bars) [5]. 
Lines correspond to the Poisson and exponential distributions 
derived from our method. 
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1. Abstract
Graphene is currently managed in chemical 

sensors mainly through 4 strategies: i) incorporation of 
adsorbates ii) covalent functionalization iii) 
electrochemical functionalization in solution, and iv) 
through intermediate layers of conjugated polymers that 
facilitate binding with substances of interest. [1] 

Among those, adsorbate-adapted strategies, i.e., 
attached molecules without covalent bonding, is likely 
the most used. As a result of the charge transfer process, 
many adsorbed molecules have the ability of doping or 
changing slightly the graphene gap, and therefore, 
varying the optoelectronic properties. However, the 
result is not very robust and more susceptible to 
environmental hazards, although the subsequent 
recovery of the sensor may be more straightforward, 
typically by washing or heating treatments.  

Covalent bonds definitely transform the sp2 to 
sp3 orbitals, drastically changing the graphene gap, and 
conferring more robustness to this union. But most 
important, much of the biomolecules of greatest interest 
such as enzymes, antibodies, peptides, aptamers, or 
nucleic acids, need to resort to previous functionalization 
with covalent bonds to be immobilized for their use in 
immunoassays. 

Although each type of bioreceptor will behave 
slightly different, the general immobilization strategy lies 
in the chemical and spatial specificity exhibited by the 
bioreceptors to bind to very specific functional groups 
(considered "target molecules"). The advantage of 
graphene-based biosensors is the ease of functionalizing 
its sp2 bonds with these target groups (which may be, for 
instance, the C-OH hydroxyls and C-OOH carboxylic 
bonds that appear in graphene oxide, GO), and 
subsequently immobilize the bioreceptor of interest that 
shows chemical reactivity with them (process outlined in 
Figure 1). 

Detection is traditionally carried out by optical 
or electrical methods. The optical methods are 
accomplished by recording the luminescence from the 
marker, or particularly its quenching, which is favoured 

by the conductive character of graphene, but does so to a 
much lesser extent on the insulating GO, absorption 
measurements (with good linearity upon concentration of 
the marker), FTIR (to detect specific links), or Raman 
and its amplified effects such as SERS. Electrical 
methods are performed via measurement of changes in 
resistance/conductivity, frequency response 
(impedances), or charge flow. The signal is usually 
amplified by integrating this layer into the channel of a 
FET. 

In this work, we provide evidences of having 
functionalized a graphene layer with different non-
oxygenated chemical groups (amine anions NH2-, or 
cations from aryldiazonium salts) in separated regions of 
the same sample (see Figure 2). We highlight that this 
was performed not in solution but in dry conditions, just 
modifying the composition of the atmospheric vapour. 
For this task, we use a home-made instrument in which 
electric field-assisted functionalization (either anodic or 
cathodic) is achieved massively, in areas of tens to 
thousands µm in size. This allows characterization at 
macroscopic-scale by techniques such as X-Ray 
Photoelectron Spectroscopy and optical differential 
interference contrast (DIC). The instrument and 
procedure are described in detail elsewhere [2,3]. This is 
the first step to develop subsequent chemical reactions to 
attach different biomolecules of interest in each region.  

An in-depth study of the oxidation or reduction 
progress by means of numerical modeling will be 
presented in order to reveal the physical and chemical 
mechanisms driving the process. 
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Figures 

Figure 1. Procedure for immobilization of different 
antibodies (purple and yellow features) in graphene, when it 
is oxidized selectively in different regions, by local anodic 
oxidation (LAO). Chemical reactions will be subsequently 
developed on this sample to detect antigens. 

Figure 2. .DIC image of two spots on graphene. The small 
one (green background) was obtained at operative voltage 
V0=+35V under relative humidity RH=95%, using distilled 
water. The big spot (blue background at same scale) was 
obtained under identical conditions but dissolving in the 
vapor a specific content of Variamine Blue B Diazonium 
salt. The significant increase in size is attributed to the 
incorporation of additional diazonium cations.  

ID-8913th Spanish Conference on Electron Devices

37



Analysis of the Characteristic Current Fluctuations in the 
High Resistance State of HfO2-based Memristors  

M.B. González1*, M. Zabala1, K. Kalam2, A. Tamm2, F. Jiménez-Molinos3, J.B. Roldán3,
F. Campabadal1

1Institut de Microelectrònica de Barcelona, IMB-CNM (CSIC), 08193 Bellaterra, Spain.  
2Institute of Physics, University of Tartu, 50411 Tartu, Estonia. 

3Depto. Electrónica y Tecnología de Computadores. Universidad de Granada. 18071 Granada, Spain.  
*Electronic mail: mireia.bargallo.gonzalez@csic.es

1. Introduction
Memristors based on resistive switching structures are 
being intensively investigated for a wide number of 
applications such as resistive random access memories, 
physical unclonable functions, logic circuits, and as 
electronic synapses in neuromorphic networks [1]. The 
main mechanism responsible for the resistive switching 
(RS) of HfO2-based memristors consists in the 
formation and partial dissolution of a nanometer size 
oxygen deficient conductive filament (CF) in the 
insulating layer due to the application of an electric 
field and the temperature rise induced by Joule heating. 
Considering the CF dimensions, the presence of single 
traps inside or near the conductive path can strongly 
influence the filamentary conduction, giving rise to 
current fluctuations with relative larger amplitudes in 
the high-resistance state (HRS) than in the low-
resistance state (LRS) [2]. Therefore, it is crucial to 
obtain a better understanding of the current fluctuation 
features and of the key transport mechanisms that may 
induce stochastic variability and reduce the device 
performance. In this work, the characteristic current 
fluctuations in the HRS of HfO2 memristors and their 
associated physical mechanisms are investigated. 

2. Experimental
The studied TiN/Ti/HfO2/Pt devices have a cross-point 
configuration as shown in Fig. 1. They were fabricated 
on Si wafers with a thermally grown 200nm SiO2 layer. 
First, the bottom electrode was deposited and patterned 
by lift-off. It consists of a stack of 100nm-thick Pt layer 
on a 5nm Cr. Then, a 8nm HfO2 layer was grown in a 
Picosun TM R-200 ALD reactor at 200ºC using 
TEMAH and plasma O2 as hafnium and oxygen 
precursors, respectively. The top electrode consisting 
of 200nm TiN and 10nm Ti, was then deposited by 
magnetron sputtering and patterned by 
photolithography and lift-off. Finally, the contact area 
to the bottom Pt electrode was defined by 
photolithography and dry etching. The resulting 
structures are square cells of 5×5µm2. A top-view 
optical image is given in Fig. 1a, and the schematic 
cross-section of the MIM structures is presented in 
Fig.1b.  
The current–time (I–t) characteristics were measured in 

the HRS of the devices using a Keysight B1500 
semiconductor parameter analyzer equipped with a 
Waveform Generator and a Fast Measurement Unit. 

3. Results and Discussion
The typical forming process and bipolar RS behavior 
of the studied devices are shown in Fig. 2 with the two 
resistance states in the I-V loops corresponding to a 
fully formed (LRS) and a partially ruptured (HRS) CF 
in the HfO2 insulating layer. Fig. 3 shows an I-t trace 
measured at -0.2V in the HRS, in which reversible 2-
levels random telegraph noise (RTN) signals are 
detected [3]. These fluctuations are caused by the 
presence of electrically active defects located in the 
vicinity of the conductive filament, which may alter the 
tunneling path and induce large stochastic current 
fluctuations [4]. The RTN data are analyzed with the 
time-lag plot technique [5], which consists in plotting 
the current value at a certain moment (current at i + 1) 
versus the previous value (current at i) (Fig. 4). The 
points in the diagonal of the plot indicate the two 
current levels (L0 and L1) (see Fig. 5a), while points 
outside the diagonal represent a current change 
associated with charge capture/emission processes. Fig. 
5b shows the extraction of the capture and emission 
times related to the I-t trace represented in Fig. 3.  
Furthermore, the presence of current instabilities at 
high stressing conditions has been also investigated. 
Fig. 6 shows typical current fluctuations observed in 
the HRS at high degradation levels, where RTN signals 
and also, irreversible current changes owing to trap 
density variations inside or near the CF are recognized 
[4], [6]. These irreversible fluctuations can be 
explained by oxygen vacancy generation or 
recombination and drift of oxygen ions, which are 
field-driven processes, thus influencing the shape, size, 
or length of the CFs and their stoichiometry. 
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Fig.1. (a) Top-view optical image of a 5×5 μm2 device, 
showing the Pt and TiN contact pads. (b) Schematics of the 

cross-section of the TiN/Ti-HfO2-Pt MIM structure. 

Fig.2. I-V characteristics of the forming process and the 
subsequent 2270 RS cycles. 

Fig.3. (a) Random telegraph noise I-t trace measured at -0.2V 
for more than 94000 data points with a time step of 100µs. 

(b) Zoomed I-t trace of the red box in (a).

Fig.4. Time-lag plot of the I–t trace represented in Fig. 3a, (a) 
2-D and (b) 3-D views.

Fig.5. Histogram of the current levels of the I-t trace 
represented in Fig. 3a, showing two well-defined current 

levels (L0, L1) as a result of the activation and deactivation of 
one defect. (b) Extraction of the effective times τup and τdown 

using the cumulative distribution function (F). 

Fig.6. (a) Typical current fluctuations observed in the HRS at 
high degradation levels. Trap density variations inside or near 
the CF also occur at high stressing conditions. Reversible two 

level random telegraph fluctuations are also observed. (b) 
Zoomed I-t trace of the black box in (a). 
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1. Abstract
In this work we explore the impact of the base and work 
sputtering vacuum pressure on aluminum film 
morphology. Aluminum layers were deposited on 
radiation-resistant coverglass substrates as blocking 
light material in sun sensors for satellite applications. 
Both, base and work vacuum pressure affect directly on 
the grain morphology which has a clear impact not only 
in the visual appearance of the deposited films changing 
the apparent color of the samples observed with a 
microscope with a non-axial white light from light blue 
to black, as well as the direct and diffuse reflectance of 
the surface. This last aspect might be crucial when the 
sun sensor can be integrated with other optical 
instruments in the same platform, in order to decrease or 
reinforce residual light reflections from it. 

2. Introduction
Satellites and other spacecrafts require attitude control 
systems to ensure that solar panels, antennas and other 
instruments are well oriented to perform their functions 
properly. Sun sensors are routinely used forming part of 
their attitude control systems, providing a good 
orientation accuracy with a reasonable low cost. One 
easy way to measure the sun vector is using a set of 
photodiodes whose illumination depends on the light 
incidence angle. Arranging two pair of photodiodes 
orthogonally [1], or using a four-quadrant photodiode 
configuration [2] as can be seen in Fig. 1a, the sun 
vector in two axes can be determined. In essence, a 
photodiode-based sun sensor requires a light window 
which causes an unequal illumination onto the diodes 
(see Fig. 1b). This light window can be made by means 
of a glass metallized in the front side with an opaque 
metal material, typically aluminum, except in the 
corresponding light window. Additionally, by choosing 
properly the composition/dopant of the glass, it can be 
used as a shield against space radiation during the 
mission (so-called coverglass substrates [1]). In order to 
guarantee an excellent adherence of the metal layer with 
the coverglass, sputtering is the most preferred 
deposition technique, providing also a good thickness 
control and repeatability. It is well known that RF 

power and deposition time have a direct impact in the 
deposition rate and layer thickness. Less evident it is the 
effect of the base and work vacuum pressure during 
deposition in the metal layer characteristics. In this 
work we study the effect of these last deposition 
parameters on the morphology of the Al film, i.e. grain 
structure, which have a strong impact on the apparent 
color exhibited by the surface and its light reflectance 
(direct and diffuse). These aspects become critical 
issues for satellite applications where high quality 
standings are required.   

3. Experimental and Results
Uncoated coverglass samples (Qioptiq) 4” wafers were 
used in the study. After clean the samples with acetone, 
IPA and DI water the corresponding Al layer was 
deposited by sputtering (300 W RF power, during 30’ 
using Ar as inert gas) resulting in 250  25 nm thick 
opaque films. Work vacuum pressure was controlled 
adjusting the Ar content with a mass flow meter to 
obtain the desired value. Only the base and work 
vacuum pressure were set as free parameters in the 
study in the 1.510-6 to 2.710-5 and 10-3 to 2.3ꞏ10-3 
mbar range respectively. Optical microscope images 
were made using non-axial white light from a ring of 
LEDs (Olympus SZX10). Grain morphology and 
surface reflectance (total and diffuse) was determined 
by SEM/AFM and UV-Vis-IR spectroscopy measure-
ments using an integrating sphere, respectively. As can 
be seen in Fig. 2 and table I, both background and work 
vacuum pressure have a strong impact in the apparent 
visual color appearance from light blue to black. AFM 
measurements reveal that surface color is correlated 
with the grain size of the samples (see Fig. 3) with RMS 
roughness from 4.8 to 9.0 nm depending on base and 
work vacuum pressure. Surface morphology influences 
also in the diffuse and total reflectance (see Fig. 4). On 
the one hand, samples with very small grain 
morphology exhibit an apparent black color due to the 
absence of diffuse reflectance, i.e. highly specular 
surface. On the other hand, large grain morphology 
samples have a remarkably diffuse reflectance offering 
an apparent light blue color and less specular surface. 
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Fig.1. a) Top view of a fabricated four-quadrant sun sensor. 
The sputtered aluminum layer was deposited onto the 

coverglass and patterned using standard photolithography. b) 
3D sketch of the sun sensor. 

Table I. Samples processed using different base and work 
vacuum pressure showing the color appearance of the film 
(optical microscope view with axial white illumination).   

Sample Base pressure
( 10-5 mbar) 

Work pressure 
( 10-3 mbar) 

(*)Color 

#6 1.0 1.0 Dark blue 
#5 1.0 1.3 Dark blue ++ 
#7 1.0 2.3 Black 
#8 0.15 1.0 Dark Black + 
#2 0.15 1.3 Dark blue + 
#9 0.15 2.3 Black 
#10 2.7 1.0 Light blue 
(*) Color threshold that the naked eye is able to appreciate: 

Dark blue + means darker than dark blue.  
Dark blue ++ means darker than dark blue + 

#6#7 #10

Fig.2. Apparent aspect through optical microscope (non-axial 
white illumination) of three representative samples processed 
with different base and work vacuum pressures conditions, 

samples #6, #7 and #10 (see Table I for details).  

Fig.3. a) AFM and b) SEM images for samples #7, #6 and 
#10.  

Fig.4. Diffuse reflectance in the visible part of the spectrum 
measured in several representative samples.  

a) b)

#7

#6

#10
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1. Abstract
This work explores atomic layer deposited (ALD) SnO2 
films as electron selective contacts for crystalline silicon 
solar cells. Technological parameters involved in the 
ALD process, as can be the reactant exposure time, the 
inert gas purge time and deposition temperature, are 
determined in order to have a well-controlled growth 
rate in a surface-saturate ALD regime. Growth rates of 
0.66 Å/cycle are achieved on samples deposited at 150 
ºC after process optimization. Electron contact 
selectivity of SnO2 layers was assessed by lifetime and 
transfer length method (TLM) measurements on c-Si(n-
type) substrates. Preliminary results confirm a 
promising surface recombination velocities values 
below 100 cm/s on symmetrical c-Si(n) samples with 
fully-ALD Al2O3/TiO2/SnO2 stacks (6/20/100 cycles) 
deposited at 150 ºC.  

2. Introduction
A solar cell consists basically of three regions as can be 
seen in Fig. 1: a semiconductor absorber region where 
photons of the incident light are converted in electron-
hole pairs. Additionally, in order to separate efficiently 
photogenerated carriers, it is mandatory to include two 
selective contacts on both outer surfaces of the absorber 
region. These selective contacts exhibit a strong 
asymmetric conductivity depending on the carrier type. 
For instance, in an electron selective contact, holes are 
blocked, i.e. low hole conductivity, and electrons can 
flow easily thought it, i.e. high electron conductivity. 
SnO2 material as electron selective contact are already 
explored in thin film PV technologies using several 
deposition processes, as can be sputtering, spin coating 
and ALD [1]. Among that, ALD is a very interesting 
technique due to the accurate thickness control, high 
conformal layers and the facility to combine different 
films during ALD deposition to form complex contact 
stack structures [2], including transparent conductive 
oxides (TCOs) as ZnO:(i), AZO or ZTO [3].  
This work is focused on develop electron selective 
contacts on c-Si solar cells based on thermal atomic 
layer deposited (ALD) SnO2 films. The main parameters 
involved in the ALD process, as can be tin and water 
precursor duration pulses, TSn and Tw respectively, as 
well as the purge times (Tpurge) and deposition 
temperature are determined to guarantee a self-limiting 
surface reacting regime characteristic of the ALD 

process. In order to determine the contact selective 
behavior, both contact resistivity and effective lifetime 
(eff) will be measured using the transfer length method 
(TLM) and quasy-steady-state photoconductance (QSS-
PC) technique respectively. 

3. Experimental and results
c-Si(n) samples from <100> 4” 1-5 cm FZ-wafers
were used in the study. After a HF dip (1%) to remove
native oxide, samples underwent the ALD stage
depositing the corresponding ALD layers on both
surfaces (symmetrical samples). Thermal ALD
(Savannah 200 ALD system) was carried out using
TDMASn and water as tin and oxidant precursors
respectively. Tin precursor was heated at 65ºC and water
was kept at room temperature, whereas deposition was
done at 150ºC. Purge stage between reactant pulses were
made under N2 vent (20 sccm). ALD Al2O3/TiO2 (6/20
cycles) stacks were deposited at the same temperature
using the procedure described in [2]. Layer thicknesses
and effective lifetime were measured by ellipsometry
and QSS-PC technique, respectively.
As can be seen in Fig. 2, TDMASn and water pulses of
0.2 s and 0.02 s with purge times around 10 s guarantee
to work in the ALD window, where the growth rate is
nearly constant. By studying the layer thickness with the
number of cycles (see Fig.3), we can confirm a small
incubation period at the begin of deposition process of
about 11 cycles and a growth rates of 0.66 Å/cycle.
eff measurements as-deposited and after accumulative
annealings (10’ under N2 ambient) show that single
SnO2 layers do not provide any surface passivation.
Nevertheless, the inclusion of a ultrathin ALD stack of
Al2O3/TiO2 between silicon and the SnO2 layer
improves noticeably passivation at the contact
exhibiting stable eff values over 120 µs up to 300 ºC, i.e.
effective surface recombination velocities (Seff) lower
than 100 cm/s.
These promising results must be complemented with
contact resistivity measurements, which will be reported
at the conference.
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Fig.1. Basic solar cell concept based on the energy diagram 
of a semiconductor absorber with energy bandgap Egap 

including two selective contacts at the outer surfaces. EC, EV 
are the conduction and valence band edges of the 

semiconductor, respectively. 

Fig.2. Growth rate as a function of a) TDMASn and b) water 
pulse times for a deposition temperature of 150 ºC (Tpurge = 
10 s in all cases) using 200 ALD cycles. Influence of the 

purge time between TDMASn and water pulses in the growth 
rate is shown in the inset. All lines serve as a guide to the 

eye. 

Fig.3. SnO2 thickness vs. number of ALD cycles. TDMASn 
and water pulse times were of 0.2 and 0.02 s respectively 

with purge times of 10 s. Deposition was performed at 150 
ºC. 

Fig.4. Effective lifetime before (as-deposited and 21 hours 
later) and after a post-annealing stage for samples with a 

single SnO2 layer (100 cycles) and alternatively an 
Al2O3/TiO2/SnO2 (6/20/100 cycles) stack. Accumulative 

annealings of 10 min were made in the study. eff values were 
evaluated at a carrier excess density of n = 1015 cm-3. All 

lines serve as a guide to the eye. 
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1. Abstract
We characterized the growth by high pressure sputtering 
(HPS) of materials intended for selective contacts for 
solar cells. We studied the deposition of ITO, MoOx and 
TiOx using pure Ar and mixed Ar/O2 atmospheres as 
well as ceramic or metallic targets. We show that HPS 
deposition of these materials is feasible.  

2. Introduction
The understanding of the physical behavior of 
photovoltaic cells is a topic that has evolved rapidly 
during the last decade. In particular, the photovoltaic 
community has reached the consensus that the pn

junction electric field is not necessary for the 
photovoltaic effect. Now we know that an efficient solar 
cell only needs a good absorber sandwiched by two 
membrane-like structures, each one permeable to only 
one type of carrier (electrons or holes). These 
membranes are the so-called selective contacts (SC). [1] 
At present, there is research on many materials that 
show this selective character when they are grown on 
Si. The most promising ones are MoOx for hole SC, and 
TiOx for electron SC [2]. However, these oxides 
typically degrade when exposed to air, so in situ 
capping is also interesting. This capping can be metallic 
and/or transparent.  
In this article we show our results on the deposition of 
these materials by a non-conventional technique such as 
HPS. This technique is specially fitting because it can 
also be used for the deposition of high quality ITO and 
metallic films. Therefore, either a transparent 
conductive or metallic capping layers can be deposited 
sequentially in the same system, thus minimizing 
interfacial degradation which is critical for an efficient 
photovoltaic cell. 

3. Experiments
We have sputtered these materials on transparent glass, 
quartz substrates, or on a-Si:H passivated n-Si wafers. 
We did not intentionally heat the substrates, thus the 
growth temperatures were under 80 ºC. The targets were 
either 2” ceramic ITO, metallic Ti or metallic Mo. The 
sputtering atmosphere was pure Ar or mixed Ar/O2. We 
studied the effect of pressure variations (in the 0.1 mbar 
to 2.3 mbar range) and rf power (from 5 W to 50 W). 
The plasma was characterized by glow discharge optical 

spectroscopy (GDOS). The films were characterized by 
profilometry, ellipsometry and sheet resistance 
measurements. 

4. Results
Fig. 1 shows the GDOS in the 200 nm – 600 nm 
wavelength range when the sputtering is done in pure 
Ar atmosphere at a pressure of 0.5 mbar. We observe 
that when ionized Ar is present all the relevant species 
(In, Sn, Mo and Ti) are extracted. For ITO no clear O 
signal could be detected, because O emissions in the 
available range are close to Ar+ emissions. In any case, 
the films were transparent and with reasonable 
resistivity, indicating that there was enough oxygen for 
the oxidation of the film. To determine the optimal RF
power we focused on the integrated area of relevant 
peaks for each material. For instance, Fig. 2 shows how 
Ti needs 20 W to be extracted and saturates for powers 
higher than 40W, as the integrated intensity of the Ti-
related peaks located in the 397.5-401. nm range shows.  
To fabricate the oxides, either the Ti or Mo metallic 
films could be oxidized, or the oxides could be directly 
grown by a mixed Ar/O2 atmosphere. Fig. 3 shows that 
introducing O2 produces the disappearance of the Ti and 
Mo peaks. However, ellipsometry shows that 
transparent films grow (TiOx or MoOx) but with a 
reduced growth rate. 
Increasing pressure improves film uniformity for the 
metallic targets. However, pressure does not influence 
uniformity for the ceramic target. Fig. 4 shows that for 
the same pressure the uniformity is better for the 
metallic Mo target than the ceramic ITO.  
Finally, we have evaluated whether HPS affects the 
passivation quality achieved by a very thin layer (~5 
nm) of a-Si:H deposited onto a Si wafer, as it is often 
observed with many sputtering processes. As Fig. 5 
shows, the sputtering induced damage is limited since 
the passivated wafer can still reach a minority carrier 
lifetime of ~1 ms after a mild 200ºC hot plate anneal. 
These results show that HPS is a promising technique 
for the deposition of materials for emerging solar cells. 
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1. Abstract
Laser-based surface texturing treatments have been 

investigated as a promising option for innovative low-

cost concepts to improve the light absorption of silicon 

heterojunction solar cells manufactured from 

unconventional silicon wafers. A great advantage of 

using a laser as a processing tool is its high precision, 

which lead to selected and well-controlled 

morphologies. This is a particularly interesting feature 

for multicrystalline silicon wafers, where the large 

number of grain boundaries makes it difficult to obtain 

high light-trapping morphologies by other methods. The 

investigations described in this work include testing 

different patterns on the wafer surface in order to define 

the best morphology to improve the light absorption. A 

significant decrease in reflectance (R<9%) has been 

achieved by direct-laser texturization and has been 

compared with acid-chemical etching with average 

reflectance upper than 20%. This result suggests the 

enormous potential of direct laser texturization for this 

type of wafers, without chemical residues and its easy 

incorporation to manufacture low-cost silicon 

heterojunction solar cells. 

2. Introduction
The exponential growth of photovoltaic energy in recent 

years was mainly driven by crystalline silicon solar cell. 

The roadmap of silicon solar cell development requires 

the introduction of passivating contacts. In this scenario, 

there are different kinds of silicon technology. Among 

them, Silicon Heterojunction solar cells (SHJ), also 

known as HIT, use passivating selective contacts based 

on thin-film amorphous silicon. SHJ hold the record for 

open circuit voltage at one sun of 750 mV and an 

efficiency greater than 26 % [1].  

For this technology, one of the biggest technological 

challenge is to reduce the higher cost of production of 

the cells, while maintaining its high efficiencies. Some 

strategies for this could be the reduction of the silver in 

the contacts or the use low quality silicon wafers as 

multicrystalline silicon (mc-Si) instead of high-quality 

silicon wafers. In this last option, there are not enough 

developments made with mc-Si oriented for SHJ 

applications, due to the higher concentration of 

contaminants or defects from its production method, 

which could generate a high recombination. Therefore, 

a greater effort is needed in the research of this type of 

mc-Si wafers so that they can be employed in next SHJ

solar cells

3. Methods and Results
This article describes a process to improve light-

trapping by laser texturing with the goal to attain 

surface morphologies that improve optical confinement 

without inducing surface defects. It consists of 

generating geometric patterns of surface topography 

through direct- laser scribing processes applied to the 

mc-Si. In this regard, special attention has been paid to

the analysis of the state of these surfaces, which is a

critical factor for this kind of cells. A picosecond pulsed

laser (Katana HP) emitting at 1064 nm was used.

Two different patterns were tested: the first consisting

of a series of parallel grooves, and a second one where a

subsequent series of lines was performed by scribing

grooves perpendicular to the first one. Both, 15 µm and

30-µm pitches, were tested with 10-µm wide and 8-µm

deep grooves. These surface textures were characterized

by reflectance measurement, XPS (X-ray Photoelectron

Spectroscopy), SEM (Scanning Electron Microscopy).

The superficial recombination was also evaluated by

implied-Voc values by QSSPC (quasy-steady-state

photoconductance).

Laser texturing shows a spectacular improvement in

light trapping for all samples, with hemispheric

reflectance weighted below 9% in some of the patterns

analyzed, with respect to the results we obtained with

acid-chemical texturing [2]. However, these first laser-

textured surfaces have been found to be highly

recombinant with respect to as-cut wafers and chemical-

etching textured wafers. Therefore, laser-process

parameters should be adjusted to try to reach a balance

between good optical confinement and low surface

recombination to be employed efficiently in low-cost

SHJ solar cells with limited-quality Si-wafers.
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Table 1.  Weighted hemispherical-reflectance of mc-Si 

wafers after the texturisation process by using laser with 

different patterns and pitches before and after the 

elimination of the SiO2 layer with a 10% HF solution for 5 

minutes. 

Pattern 

Pitch 

(µm) 

Rhem,w (%) 

350-1100 nm

[with SiO2]

Rhem,w (%) 

350-1100

[without SiO2] 

No laser - - 34.0 

Parallel 

grooves 

15 6.3 10.0 

Perpendicular 

grooves 

15 6.5 8.8 

Parallel 

grooves 

30 11.0 16.3 

Perpendicular 

grooves 

30 8.9 11.0 

Fig 1. SEM images of laser textured mc-Si wafers with 1D 

parallel grooves and 2D patterns with scribing grooves 

perpendicular to the first one, both with 15-µm pitch, at 90 

degrees and 1500-X magnification. Left-hand-side pictures 

correspond to samples after the texturisation process, with a 

SiO2 layer on their surfaces, and right-hand-side pictures 

correspond to the same samples after having eliminated the 

oxide. 

Fig.  2. Comparison of spectral hemispherical reflectance in 

different superficial stages of the mc-Si wafers: (a) as-cut 

wafer; (b) after acid-chemical texturing, (c) after removing 

the porous-silicon layer with NaOH grown during the  acid- 

chemical etching (d) after laser texturing and (e) after 

subsequent immersion in HF to eliminate the SiO2 layer 

grown during the laser processing. 
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1. Abstract
Aerosol-assisted chemical vapor deposition (AACVD) 
is a extensively used method for the growth of thin 
films. Its main advantages are that it has readily 
temperature requirements, it has a high deposition rate, 
it is cost-effective and it has safer availability of 
precursors compared with other conventional thin film 
deposition techniques, as MOCVD or ALD, [1]–[2]. 
Laser-Assisted Chemical Vapor Deposition (LACVD) 
is an innovative technique for depositing thin films by 
laser inducing surface chemical reactions [3]–[4]. The 
laser interacts with the substrate, heating it until it 
reaches the temperature needed to assist the chemical 
reaction. As the material only grows where the laser 
beam reaches the substrate, a good dimensional control 
of the deposited material is achieved. Furthermore, the 
use of a nanosecond laser reduces the thermal diffusion 
through the substrate countenancing the growth of thin 
films on substrates with a low melting temperature. 
The standard AACVD deposition method has a high 
deposition rate, however, the patterning of micro- or 
nanostructures in the grown thin films requires several 
additional steps including lithographic processes. 
LACVD technique enables the direct patterning of the 
grown material, however, pulsed lasers provide low 
deposition rates. This is because there is no continuous 
temperature on the substrate but a transitory behavior. 
In this work, AACVD and LACVD techniques are 
combined in order to take advantage of their strengths 
while minimizing the disadvantages of each technique 
when used individually. 

2. Experimental and results
In this work, the AACVD deposition of ZnO with the 
thermal assistance of a nanosecond pulsed laser is 
studied. A schematic diagram of the experimental set-up 
for the LEAACVD system is shown in Fig. 1. This 
setup includes a gas system to provide the carrier gas 
that delivers the aerosol droplets to the reaction 

chamber, an atomizer where the aerosol droplets are 
generated, a reaction chamber where the deposition 
takes place and a laser system to assist the AACVD 
process. In a first stage, the thermal effects of the 
nanosecond pulsed laser on the surface of the substrate 
have been analyzed for several pulse lengths and laser 
powers. The accumulation of heat in the substrate has 
been studied, measuring the temperature on the surface 
of the substrate using a thermographic camera. 
However, the transitory temperature peaks provoked by 
the pulsed laser cannot be captured by the camera. At 
that point, they have been studied by means of a 
MATLAB simulation using the 2D heat transfer 
equation (Fig. 2). In a second stage, ZnO thin films have 
been grown by AACVD and LEAACVD using zinc 
chloride as a chemical precursor. 
To study the material deposited with this new technique 
and based on previous AACVD results, two sets of 
experiments were carried out. For the first one, a pulse 
duration of 200 ns and three different power values 
were considered; 5 W, 5,25 W and 5,5 W. For the 
second one, a pulse duration of 50 ns and 3 different 
power values were chosen: 5 W, 6 W and 7 W. It has 
obtained ZnO grains (Fig. 3), which is a breakthrough in 
order to develop this new technique. 
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Fig.1. Schematic diagram of the setup with; nanosecond 
pulsed laser, reaction chamber, atomizer and gas system. 

Fig.2. Temperature curves versus time when a pulse fall upon 
the substrate for 4 different pulse lengths; 10 ns, 20 ns, 50 ns 
and 200 ns. The laser power is 5 W. The flat lines demarcate 
the range of temperature where there is ZnO deposition. 

Fig.1. ZnO grains deposited with the LEAACV technique, 
for a laser power of 5W, a pulse duration of 200 ns, and 1 h 
of deposit time. 
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The monolithic integration of III-V semiconductor 
devices on Si is pursued following either metamorphic 
or pseudomorphic growth approaches. In the case of the 
metamorphic approach, the elastic strain in the III-V 
layers grown on Si, resulting from their different lattice 
parameters, is deliberately relaxed at the III-V/Si 
interface. This method, currently explored for the 
fabrication of triple-junction (Ga,In)P/GaAs/Si solar 
cells [1], is clearly promising, but it implies the 
unavoidable creation of threading dislocations, which 
deteriorate the quality of the materials limiting the final 
device performance. The pseudomorphic approach is, in 
contrast, much easier to implement because it is based 
on III-V materials lattice-matched to Si. This second 
approach is, however, as attractive as restrictive, since it 
simplifies the epitaxial growth process at the expense of 
severely limiting the choice of III-V compound 
semiconductors. Within this framework, quaternary 
GaP1-x-yAsyNx alloys are ideal, since they can be grown 
lattice-matched to Si with widely tunable band gaps [2]. 
In particular, the ternary GaP1-xNx is lattice-matched to 
Si with a direct band gap of 1.96 eV for x = 0.021. 
Therefore, GaP1-xNx compounds are of interest for the 
fabrication of both double junction GaP1-xNx/Si solar 
cells and red-light emitting devices. Nevertheless, 
despite the great potential of this material, reports on 
GaP1-xNx based devices are rather scarce yet due to the 
difficulties to synthesize them with a high structural 
perfection. 
In this work, we report a comprehensive study on the 
growth by chemical beam epitaxy of GaP1-xNx thin films 
on (001) oriented Si, as required for the pseudomorphic 
monolithic integration of III-V devices with the Si 
manufacturing technology. We analyze the dependence 
of the chemical composition on the growth parameters, 
specifically, on the substrate temperature and the fluxes 
of the group-V precursors (DMHy and TBP for N and 
P, respectively). The properties of the samples, grown 
on commercially available state-of-the-art GaP on 
Si(001) substrates, are investigated in-situ by reflection 

high-energy electron diffraction (RHEED) and ex-situ 
by high-resolution X-ray diffraction (HRXRD), 
scanning electron microscopy (SEM) and atomic force 
microscopy (AFM). Figure 1(a) illustrates the effect of 
the substrate temperature on the incorporation of N for 
constant fluxes. The incorporation of N follows an 
Arrhenius like temperature dependence with an 
activation energy of about 0.83 eV, attributed to the 
energy barrier for the thermal desorption of DMHy. 
Figure 1(b) shows the dependence of the N content on 
the flux of DMHy for a given flux of TBP at two 
different temperatures. Regardless of the temperature, 
the data reveal a linear increase of the N content with 
the flux of DMHy. Combining the results derived from 
the data shown in Figs.1(a) and 1(b), we conclude that 
the dependence of the N content on the substrate 
temperature and the flux of DMHy can be written as  

where BEPDMHy is the beam equivalent pressure of the 
DMHy flux in Torr units. The growth diagram shown in 
Fig. 2(a) visualizes the impact of both the substrate 
temperature and the flux of DMHy on the N content 
according to Eq.(1). A further analysis of the 
incorporation of N as a function of the flux of TBP, 
while keeping constant the substrate temperature and 
the DMHy flux [see Fig. 1(c)], demonstrates that the 
exponential prefactor in Eq.(1) depends on the flux of 
TBP. Interestingly, as also indicated in the growth 
diagram, we find that under certain growth conditions 
GaP1-xNx alloys are rough [see Fig. 2(b)] and segregate 
into several phases characterized by different N 
contents. Finally, for x values of about 0.021, we 
demonstrate the possibility of synthesizing single-phase 
films with smooth surfaces, as revealed by RHEED and 
AFM [see Fig. 2(c)].  
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Fig. 1 (a) Arrhenius plot illustrating the temperature dependence of the N mole fraction, x, on the growth temperature for two 
different fluxes of DMHy (given as BEP). The solid lines are fits of Arrhenius laws to the experimental data. (b) N mole fraction as a 
function of the BEP of DMHy for two different growth temperatures. (c) N mole fraction as a function of the TBP BEP. The solid 
lines in (b) and (c) are linear fits to the experimental data.  
 

Fig. 2 (a) Growth diagram depicting, according to Eq. (1), the dependence of the incorporation of N into GaP1-xNx on the growth 
temperature and the BEP of DMHy for a given flux of TBP. The N mole fraction, x, is displayed as a contour plot with a linear scale. 
The dashed line shows the boundary between the growth conditions that result in single-phase and phase-separated GaP1-xNx layers, 
as concluded from HRXRD studies (not shown here). The solid symbols indicate the growth conditions of the samples grown for this 
study. (b) Exemplary plan-view scanning electron micrograph of a sample grown within the phase-separation growth regime. A 
pronounced roughness is observed characterized by the formation of elongated stripes along the [110] direction. (c) Exemplary 5 × 5 
µm2 atomic force micrograph of a sample grown within the single-phase regime. The root mean square roughness is 0.4 nm. 
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I. ABSTRACT

A Y -function based method (YFM) is used here to extract
the contact resistance Rc of two-dimensional (2D) field-effect
transistor (FET) technologies. The methodology relies on
individual transfer characteristics, at a single drain-to-source
voltage, of devices from a same technology with different
channel lengths. In contrast to the widely used transfer length
method where a global-back gated test structure is required, the
YFM presented here can be applied to 2D-FETs regardless the
gate architecture and it does not require neither the fabrication
of dedicated test structures. Hence, it is a useful and immediate
tool for device characterization and scaling studies. Rc is
extracted here for graphene, phosphorene and MoS2 devices
using the proposed methodology. Extracted values are in good
agreement with the ones obtained with other approaches.

II. 2D-FETS’ CONTACT RESISTANCE CHARACTERIZATION

The contact resistance Rc associated to the physical phe-
nomena arising from the metal-channel interface in two-
dimensional (2D) field-effect transistors (FETs) is one of
the major issues to overcome in the development of these
emerging technologies [1], [2]. A precise and reliable Rc

characterization is required towards obtaining reproducible and
more transparent contacts in 2D-based technologies. One of
the oftenly used approaches to obtain Rc values in 2D-FETs
is the transfer length method (TLM), adopted from incumbent
technologies [3] in which a fabricated test structure containing
multiple back-gate transistors with different channel lengths
Ls and sharing a common channel material is required. In
addition to the fabrication challenges involving large area 2D
layers-based structures [4], [5], the TLM-based Rc extraction
has not been as immediate and accurate as expected in 2D
tehcnologies due to the different physics in metal-2D junctions
not included in the underlying TLM considerations [6]-[10].
Furthermore, due to the Schottky-like nature of metal-2D
contacts [2], [9], [10], the associated bias-dependent Rc of
2D devices with different gate architectures [2], [11]-[14] is
not properly embraced by TLM structures which, in most of
the cases, are electrostatically controlled by a global back-gate
(GBG), and hence, it can mislead performance projections for
other device architectures. A Y -function [15] based methodol-
ogy (YFM) presented elsewhere for conventional devices [16]
is adapted and applied for the first time here to 2D transistors.
In contrast to a YFM presented elsewhere for 2D-FETs [17],
values of RC can be extracted here for a specific VDS due to
the nature of the method since only one single transfer curve
of a device is required to characterize a technology regardless
its gate architecture -in contrast to TLM. This characterization
might be useful for scaling studies, modeling and immediate
technology evaluation at specific escenarios.

III. EXTRACTION METHODOLOGY

By considering a drift-diffusion approach and an inhomo-
geneous potential along the 2D channel, the electron drain
current ID in 2D-FETs, in terms of the external gate/drain-
to-source voltages VGS/DS, can be approximated at the linear
unipolar regime as [17]

ID ≈ βVauxVDS (1 + θVaux)
−1
, (1)

where β = µ0Coxwg/L with µ0 as the low-field mobility,
Cox the oxide capacitance, wg the gate width, Vaux = VGS −
Vth − 0.5VDS with Vth as the charge threshold voltage [15]
and θ = θch+θc the extrinsic mobility degradation coefficient
with θch as the intrinsic mobility degradation due to vertical
fields and θc = βRC [15], [18]. From Eq. (1), the product of
the total device resistance Rtot = VDS/ID and the Y -function
(Y = ID/

√
gm =

√
VDSβ (VGS − Vth − 0.5VDS), with the

transconductance gm) can be expressed as

RtotY =
√
VDSβ−1 + θβ−1Y, (2)

which is valid for low- and high-lateral fields in contrast to
other approaches where the charge control relation is limited
to low VDS, i.e., |VGS − Vth| � 0.5|VDS| [16], [19]. Notice
that neglecting θch, as oftenly done in previous reports of 2D-
FETs [19], [20], can mislead the extracted RC values in YFMs
as demonstrated elsewhere [17]. The factor θβ−1 is obtained
from the slope Eq. (2) plotted versus Y . Similarly, the intercept
and slope of Y plotted versus VGS, at a given VDS, yield
Vth and β, respectively. By using the definition of θ, Rc is
extracted from the intercept at 0 of the θβ−1 versus β−1 plot
built from devices with different L for a specific VDS. This
methodology is valid for p-type FETs as well by considering
hole transport in Eq. (1). In the case of graphene (G) FETs,
the underlying transport equation of the method should be
modified in order to take into account the corresponding
charge control, i.e., the Dirac voltage VDirac = VGS|minID

rather than Vth should be used in Eq. (1) [21].

IV. RESULTS

The YFM presented here has been applied to fabricated 2D-
FET technologies [8], [22]-[24]. The step-by-step procedure
(cf. Section III) can be visualized in Fig. 1 where Rc of a GBG
GFET technology [8] has been extracted. Extracted values
of a top-gate (TG) GFET technology [22], a TG MoS2FET
technology [23] and a TG BPFET technology [24] are reported
in Table I. Eq. (1), calculated using the extracted parameters
including Rc shows a good agreement with the experimental
data for some of the technologies evaluated here as shown in
Figs. 1(a) and Fig. 2.

ID-1813th Spanish Conference on Electron Devices

53



0

2

4

6

8

I D
/w

g
(µ

Α
/µ

m
)

-15 0 15 30

VGS,eff (V)

exp. data [8]
Eq. (1)

L

5 µm

10 µm

20 µm

(a)

0

0.1

Y
(A

0
.5

V
0

.5
)

0 15 30

VGS,eff (V)

exp. data [8]

L

5 µm

20 µm

(b)

20

40

60

R
to

tY
(V

1
.5

A
-0

.5
)

0.0 0.1

Y (A
0.5

V
0.5

)

exp. data [8]

L

20 µm

5 µm

(c)

200

400

-1
(

)

4000 8000
-1

(V )

exp. data [8]

-1
=0.04

-1
+57

(d)

Fig. 1. Rc extraction methodology applied to a GBG GFET technology
presented in [8] with gate width of 20 µm and channel lengths of 5 µm,
10 µm, 15 µm and 20 µm. (a) Transfer characteristics, (b) Y -function versus
VGS plots used to extract Vth and β, (c) RtotY versus Y plots used to extract
θβ−1 and (d) θβ−1 versus β−1 plot used to extract Rc. Empty markers
represent experimenal data, filled markers represent experimental data within
the bias region where the extraction method has been applied. Solid lines in
(a) represent Eq. (1) results by using the extracted parameters. Dashed line
in (d) represents a linear extrapolation where the intercept at 0 corresponds
to Rc. VDS = 0.05 V for all data. VGS,eff = VGS − VDirac for this case.

TABLE I
CONTACT RESISTIVITY VALUES EXTRACTED OF FABRICATED 2D-FET

TECHNOLOGIES WITH DIFFERENT METHODS INCLUDING THE ONE
PRESENTED HERE. THE DEVICE CHANNEL LENGTHS AND GATE

ARCHITECTURES OF EACH TECHNOLOGY ARE INDICATED.

[ref.] wg

(µm)
L

(µm)
gate

architecture

Rc · wg

(kΩ · µm)
YFM here / other method

GFET
[8] 20 5, 10, 15, 20 GBG 1.14 / ∼1 (TLM)
[22] 3.4 0.1, 0.3, 1, 2 TG 0.27 / –

MoS2FET
[23] 1 4, 8, 16 TG 51.73 / –

BPFET

[24] – 0.35, 0.85,
1.85, 3.85

TG 4.22 / ∼4.4 (TLM)
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Fig. 2. Transfer characteristics of top-gate devices with different channel
lengths of fabricated 2D-FET technologies: markers represent experimental
data and lines the drain current (Eq. (1)) calculated with the extracted
parameters using the YFM presented here. (a) TG MoS2FET technology
reported in [23]. VDS = 0.2 V and VGS,eff = VGS − Vth. (b) TG BPFET
technology reported in [24] with L = 0.35 µm, 0.85 µm, 1.85 µm and
3.85 µm. VDS = 1 V.
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1. Introduction
Resistive random access memories (RRAMs) are 
emerging non-volatile memories based on the resistive 
switching (RS) phenomenon, which consists in the 
switching of the device between two different resistance 
states: the high resistance state (HRS) and the low 
resistance state (LRS). In HfO2-based RRAMs, RS is 
attributed to the formation and partial disruption of an 
oxygen-deficient conductive filament in the HfO2 layer 
between two metal electrodes [1]. In view of the 
promising features of these devices, they are of interest 
in electronics for space applications, so the radiation 
hardness of them should be assessed. As for gamma-ray 
radiation, devices have been reported to withstand up to 
a total dose in the order of Mrad(Si) although data 
retention worsened [2]. In this work, we study the effect 
of gamma radiation on the RS characteristics of 
TiN/Ti/HfO2/W devices, by comparing the results 
before and after irradiation of unbiased devices, up to a 
total dose of 22 Mrad(Si). Data retention, in turn, has 
been assessed by in-situ measuring the device resistance 
while under radiation exposure. 

2. Experimental Procedure
The studied TiN/Ti/10nm-HfO2/W RRAM devices have 
a cross-point configuration as shown in Fig. 1. A 
detailed description of the fabrication process flow and 
of their RS characteristics can be found in [3]. For the 
electrical characterization of the RS performance, 
before and after irradiation, an Agilent B1505A 
semiconductor parameter analyzer was used, while, for 
measurements during irradiation, a custom socked board 
and an ArcOne platform was employed (Fig. 2). Gamma 
radiation experiments were carried out in the RadLab 
facility of the CNA, equipped with a gamma irradiator, 
containing a source of 60Co (Fig. 2b), and the 
instrumentation to remotely monitor the dose rate and 
the accumulated dose.  
The experimental procedure consisted in first assessing 
the RS current-voltage (I-V) characteristics of the 
devices prior to irradiation, by cyclically applying 
negative and positive voltage sweeps (Fig. 3) 40 times 
(40 RS cycles). Next, the devices were placed in the 
socket board (Fig. 2a) with all terminals short-circuited 
and exposed to the gamma source with a dose rate of 
24.1 krad(Si)/h. After a certain time under radiation 

exposure, the devices were removed from the irradiation 
room, the measurement of 20 RS cycles was done and 
the devices were placed back to the irradiation. This 
procedure was repeated 8 times until a cumulative dose 
of 22.1 Mrad(Si) was reached (see Table 1). After this, 
the evaluation of data retention during irradiation was 
performed by continuously monitoring the resistance of 
the devices using the ArcOne platform. 

3. Results
Fig. 4 shows an example of the RS measurements 
before and after irradiation with a total cumulative dose 
of 22.1 Mrad(Si). In order to analyze the effect of the 
gamma irradiation, after each irradiation step, the RS 
parameters were extracted from 20 RS I-V curves, and 
their values compared to those of the non-irradiated 
devices. In Fig. 5a the results for the transition voltages 
in one device are plotted showing that, after each 
irradiation step, the extracted values are within the 
cycle-to-cycle variability limits of the fresh device. 
With respect to the device resistances, as shown in Fig. 
5b, no significant difference in the LRS is observed 
whereas for HRS a small decrease in the mean value 
after a total cumulative dose of 22.1 Mrad(Si) is 
obtained, although with a large enough window between 
LRS and HRS.  
As for data retention assessment, 4 devices were first 
driven to the LRS and then exposed to radiation and 
their resistance measured at +0.1V during exposure. The 
same procedure was followed for devices driven to the 
HRS. The obtained results are shown in Fig. 6 clearly 
indicating excellent data retention in the case of LRS for 
a total dose up to 7.9 Mrad(Si). In the HRS, although 
some instabilities existed that led to variations in the 
device resistance and even a sudden decrease at some 
point during radiation exposure, in none of the devices a 
switch to the LRS was registered, so data retention was 
also good in the HRS up to a cumulative dose of 7.9 
Mrad(Si).  
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Fig.1. (a) Wire-bonded packaged chips. (b) Optical image of 
15×15 µm2 and 5×5 µm2 devices. (c) SEM micrograph and 
(d) schematic cross-sectional view at the yellow dashed line

in (c). 

Fig.2. (a) Package socked board and (b) gamma irradiator 
with a 60Co source and irradiation set-up, with the ArcOne 

characterization platform. 

Fig.3. I-V characteristics of a RS cycle. The voltage wss 
applied to the TiN electrode while the W electrode was 

grounded. The characteristic RS parameters are indicated. 

Fig.4. RS I-V curves before and after gamma irradiation with 
a total cumulative dose of 22.1 Mrad(Si). 

Fig.5. (a) Switching voltages and (b) resistance values, at 
+0.1 V for each resistance state, extracted from RS I-V

curves before (first 40 cycles) and after each gamma
irradiation step with a cumulative dose of Di (see Table 1). 

Step 1 2 3 4 5 6 7 8 

Di 
(Mrad) 0.3 0.8 1.8 4.8 10.4 12.1 17.6 22.1 

Table 1. Cumulative dose after each gamma irradiation step. 

Fig. 6. Retention characteristics of 4 devices biased at +0.1 V 
during irradiation. In-situ measurements were performed 
during exposure to gamma radiation at a dose rate of 22.2 

krad/h. 
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1. Abstract
Virtual substrates based on Ge layers directly deposited 
on Si have become a promising route to realize the long-
sought high-efficiency III-V multijunction solar cells on 
silicon substrates. We investigate two alternatives of 
Ge|Si templates, which differ in the deposition 
technique (CVD vs low-temperature RT-PECVD) and 
the thickness of the Ge layer (m vs nm scale). The 
design of the whole multijunction cell is dictated by the 
Ge|Si template used. We analyze the theoretical 
potential of these virtual substrates and show the first 
experimental steps toward the achievement of cost-
effective triple-junction solar cells on Si. 

2. Introduction
The implementation of already demonstrated high 
efficiency III-V solar cells on Ge|Si virtual substrates is 
one major advantage compared to other approaches to 
develop III-V solar cells on Si-based on graded buffers. 
To this end, two different Ge|Si template fabrication 
approaches are being assessed at IES-UPM.  
Firstly, with CVD-deposited Ge layers in the thickness 
range of 2-5 m, multijunction solar cells with an active 
Ge bottom junction can be obtained. The Si substrate 
does not play a photovoltaic role in this case. By 
embedding a porous layer, the Si substrate can be 
removed to obtain lightweight and flexible solar cells.  
Secondly, the use of Ge layers in the range of a few tens 
of nm, deposited by RF-PECVD on Si, is an alternative 
route. In this case, the Si substrate can function as the 
bottom subcell. The thin Ge helps preventing the 
formation of cracks, which is one of the main challenges 
in this technology. However, the parasitic light 
absorption within the Ge layer must be considered when 
designing the solar cell structure.  
In this work we discuss the potential of each approach 
from the perspective of performance and technological 
challenges, and we show experimental prototype solar 
cells.  

3. Results
We have demonstrated previously GaInP/GaInAs/Ge 
triple-junction solar cells on Ge|Si substrates [1] (Fig. 
1). The active Ge junction is shown to produce the 
required photocurrent for thicknesses as low as 3 m, 
even considering a high Ge/Si interface recombination 
velocity (Fig. 2). Promising minority carrier collection 
efficiencies are measured, except in the GaInAs middle 
cell (Fig. 3). The formation of cracks during cooldown, 
after the epitaxial deposition of the structure, affects the 
minority carrier properties, mainly the lifetime, which 
also cause low voltages. We are currently developing 
designs that prevent the formation of cracks by thinning 
the III-V structure at the cost of a slight efficiency drop. 
The alternative Ge|Si virtual substrates based on an 
ultra-thin Ge layer help prevent the formation of cracks. 
In this case the Ge layer does not play a photovoltaic 
role. Our calculations show that efficiencies 
approaching 35% at 1 sun AM1.5G can be attained with 
a GaInP/GaInAs/Si triple-junction solar cell. The design 
of the upper subcells for current matching depends on 
the Ge layer thickness (Fig. 4), which also affects the 
overall efficiency. Our first implementations using 
unoptimized Ge|Si templates show functional devices 
with promising carrier collection efficiencies in the Si 
bottom cell (Fig. 5). 
Both approaches will benefit from the ongoing 
development of Ge|Si virtual substrates with lower 
defect densities. An extended discussion of results will 
be presented at the time of the conference.     
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Figure 1. General structure of the triple-junction solar cells 
studied. "Bottom cell 1" indicates that this layer is the bottom 
cell for the first set of experimental devices (thicker Ge layer) 
and "bottom cell 2", for the other set (thinner Ge layer). 

Figure 2. Calculated contour plots of the Ge subcell Jsc vs the 
Ge/Si interface recombination velocity and the Ge thickness. 
The black dashed contours correspond to a Jsc of 14.5 mA·cm-2 
required for current matching in a triple-junction cell. The 
cells are modelled with an optimum anti-reflection coating and 
the solar spectrum used is the AM1.5d-G173.  

Figure 3. EQE of GaInP/GaInAs/Ge triple-junction solar cells 
grown on Ge|Si templates with 5 m thick Ge layers 
fabricated by CVD. The inset shows an electroluminescence 
map which evidences the formation of cracks in these cells.  

Figure 4. Calculated EQE of triple-junction solar cells on 
Ge|Si optimized for highest efficiency by current matching, 
for different thicknesses of the Ge layer. Thicker Ge layers 
parasitically absorb more light in the Si bottom cell energy 
range, requiring thinning the upper subcells to achieve current 
matching, but producing an overall efficiency loss.  

Figure 5. EQE of GaInAs/Ge|Si dual-junction solar cells 
grown on Ge|Si templates with 20 nm thick Ge layers 
fabricated by RF-PECVD. A close fit to the data is obtained, 
and the fitting parameters show good diffusion lengths in the 
Si subcell. Better Ge|Si templates are being fabricated to attain 
good quality also in the GaInAs subcells, which is limited in 
these solar cells by the quality of the original Si substrates 
used for these prototypes.  
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The synthesis of semiconductors as nanowires (NWs) 
instead of epitaxial films provides new degrees of 
freedom for the design of opto- and electronic devices 
as well as the possibility of combining otherwise 
incompatible materials [1]. Among the wide variety of 
semiconductors that can be grown as NWs, ZnO and 
GaN stand out. In the particular case of ZnO, the 
synthesis of this compound as NWs is the subject of 
worldwide research because of their multiple potential 
applications, including the development of 
photocatalytic water splitting cells, piezoelectric 
nanogenerators, gas and biological sensors, ultraviolet 
detectors, electrochromic displays, field effect 
transistors, and light emitters [2]. The catalyst-free self-
assembled formation of ZnO NWs is as attractive as 
popular because it is the simplest method to obtain 
nanostructures with a structural perfection comparable 
to that of bulk materials. However, this growth 
approach also has inherent limitations and drawbacks. 
Besides the poor degree of control over the NW radius 
and areal density, a non-negligible fraction of NWs 
typically merge during growth forming coalesced NW 
aggregates. As a result of the mutual misorientation of 
coalesced NWs, the coalescence process can 
potentially deteriorate the structural quality of the NWs 
by the creation of dislocated tilt and twist boundaries at 
the coalescence joints. So far, no attempts were made 
to unambiguously quantify the coalescence degree or to 
systematically correlate this effect with the structural 
perfection and luminescence properties of ZnO NW 
ensembles. 
Here, we present a comprehensive characterization of 
self-assembled ZnO NWs grown by chemical vapour 
transport on Si(001), as desired for the monolithic 
integration of ZnO devices with the complementary 
metal oxide semiconductor (CMOS) technology. The 

examination of NW ensembles by scanning electron 
microscopy (SEM) reveals that a non-negligible 
fraction of NWs merge together forming coalesced 
aggregates during growth (Fig. 1). We show that the 
coalescence degree can be unambiguously quantified 
by a statistical analysis of the cross-sectional shape of 
the NWs (Fig. 2). The examination of the structural 
properties by X-ray diffraction (XRD) evidences that 
the NWs crystallize in the wurtzite phase, elongate 
along the c-axis, and are randomly oriented in plane. 
The luminescence of the ZnO NWs, investigated by 
photoluminescence (PL) and cathodoluminescence 
(CL) spectroscopy, is characterized by two bands, the
near-band-edge emission and the characteristic defect-
related green luminescence of ZnO. The correlation of
scanning electron micrographs and monochromatic
cathodoluminescence intensity maps reveals that: (i)
coalescence joints act as a source of non-radiative
recombination, and (ii) the luminescence of ZnO NWs
is inhomogeneously distributed at the single NW level.
Specifically, the near-band-edge emission arises from
the NW cores, while the defect-related green
luminescence originates from the volume close to the
NW sidewalls (Fig. 3). Two-dimensional simulations
of the optical guided modes supported by ZnO NWs
(Fig.4) allow us to exclude waveguiding effects as the
underlying reason for the luminescence
inhomogeneities. We thus attribute this observation to
the formation of a core–shell structure in which the
shell is characterized by a high concentration of green-
emitting radiative point defects as compared to the
core.
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Fig. 1. Plan-view scanning electron micrograph of a 
representative ZnO NW ensemble. The inset shows a 
magnified plan-view scanning electron micrograph 
illustrating the formation of different types of coalesced NW 
aggregates. The scale bar in the inset represents 0.5 µm. 

Fig. 2. Circularity histogram corresponding to the analysis 
of the cross-sectional shape of the NWs of the ensemble 
shown in Fig. 1. The circularity is defined as C = 4π A/P2, 
where A and P are the NW cross-sectional area and 
perimeter, respectively. The solid line is a kernel density 
estimation. The vertical dashed lines indicate the circularity 
of the geometrical shapes shown close to them. The 
coalescence degree ρC (i.e., the ratio between coalesced 
NWs and the total number of objects) obtained using the 
criterion of a minimum circularity for uncoalesced NWs of 
ζM = 0.653 is provided in the figure. 

Fig. 4. Simulated effective refractive index for the first ten 
guided modes as a function of the light wavelength for a 
NW with a radius of 220 nm, i. e., the mean NW radius of 
the ensemble shown in Fig. 1. The inset illustrates the 
simulated structure, a single upright NW surrounded by air 
on a Si wafer. The simulation was performed using the 
software Lumerical FEEM, a finite element Maxwell 
equation solver based on the eigenmode method.  

Fig. 3. Superimposed scanning electron micrograph and 
false-colour CL intensity maps at 380 (yellow) and 540 nm 
(purple) for a single ZnO NW mechanically transferred 
onto a Si wafer. Even though the near-band-edge emission 
(380 nm) is stronger close to the NW tip, it is generated in 
the core of the NW along its entire length. On the contrary, 
the green luminescence (540 nm) primarily arises from the 
volume close to the NW sidewall facets. 
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1. Abstract
2D workfunction (WF) maps of a TiN layer were 
measured with Kelvin Probe Force Microscope 
(KPFM) with nanometer spatial resolution. These data 
were then introduced into a device simulator to analyze 
the effect of the polycristallization-related TiN metal 
gate WF fluctuations on the MOSFET electrical 
variability. The impact of the spatial distribution of 
such fluctuations was also investigated. 

2. Introduction
Metal gates in recent technological nodes, due to their 
polycrystallinity, contain grains with different sizes and 
orientations. Therefore, workfunction fluctuations 
(WFs) are observed, which lead to threshold voltage 
variability between devices. Some works have analysed 
the impact of such WF fluctuations on the variability of 
MOSFETs. However, they use statistical models with 
assumptions that cannot represent the actual situation 
in a device. In this work, the impact of polycrystalline 
metal gates on the electrical characteristics of 
MOSFETs is investigated from KPFM data, which 
allows obtaining simultaneously topographical and WF 
fluctuations 2D maps at the nanoscale [1]. 

3. Experimental results
Fig. 1a shows a 520 nm x 240 nm topographical map 
of a 100 nm thick TiN layer deposited on a HfO2/Si 
substrate. It shows a granular structure, where the 
Grains (Gs) are surrounded by grain boundaries (GBs, 
depressions). Fig. 1b shows the measured WF map at 
the same surface region, and Fig. 2a shows a pixel to 
pixel correlation between the topographical and WF 
maps. Note that GBs tend to show lower WFs (WF < 
4.1 eV) than nanocrystals.  
   From Fig. 1a, the Gs have been identified and the 
TiN granular pattern has been represented in Fig. 1c, 
where the GBs have been neglected.  Gs with different 
maximum WF values are measured as shown in Fig. 
2b, which corresponds to a 2D-histogram that relates 
the maximum WF and the maximum height of each 
grain in Fig. 1c. Note that although a continuous 
distribution of maximum WFs is measured, WFs are 
mostly concentrated at ~4.3 eV and, with smaller 

frequency, around ~4.5 eV, suggesting two 
predominant WFs values. This result is compatible 
with the presence of two grain orientations in the TiN 
layer ([111] and [200]) [2] whose WFs are separated by 
200 mV, as confirmed by XRD analysis (Fig. 3). In 
addition, Fig. 2b indicates a much higher number of 
nanocrystals with low WF than with high WF. 
Note that the data obtained from KPFM provide new 
information on the properties of the polycrystalline TiN 
layer, not considered in previous works. Besides the 
presence of nanocrystals with a continuous distribution 
of WFs (not only two discrete values), GBs with lower 
WF are also detected, which could also affect the 
variability of devices. Therefore, all these features 
should be taken into account when studying the WF 
fluctuations as a MOSFET variability source. 

4. Simulations
To investigate the MOSFET variability related to the 
WF fluctuations linked to the polycrystallinity of the 
TiN layer, different WF distributions representing the 
metal gate of a MOSFET were considered. The maps 
shown in Fig. 1 have been divided to generate 100 
non-overlapping 50 nm x 50 nm WF gate profiles. 
Next, these profiles were introduced into a 3D in-
house-built drift-diffusion device simulator [3] as 
metal gate, to evaluate the device electrical 
characteristics of MOSFETs with a gate area of 50 x 
50 nm2. Two cases have been analyzed: (i) the actual 
WF distribution (Fig. 1b, experimental) (with GBs and 
a continuous distribution of WF for the Gs), and (ii) an 
approximated WF distribution, with two discrete 
values of the WF and without GBs, as in Fig. 1d. Note 
that the last is the customary approach when 
considering this kind of MOSFET variability source. 
To generate the approximated WF map (Fig. 1d), the 
grain pattern in Fig. 1c is the starting point. We 
generated an artificial WF map where GBs have been 
neglected and, for the Gs in Fig. 1c, two discrete and 
constant values, corresponding to the [111] and [200] 
orientations, were only considered. We have assigned 
4.30 eV to the nanocrystals with WF lower than 4.4 
eV and 4.5 eV to those with higher values, leading to 
WF maps as that shown in Fig. 1d. The MOSFET 
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characteristics for devices with GBs and continuous 
WFs distributions (Fig. 1b) and without GBs and 
discrete WFs distributions (Fig. 1.d) have been 
compared. Fig. 4 shows the off-current (IOFF) and 
threshold voltage (VT) distributions obtained for these 
two cases. Note that, the approximation (i. e., without 
GBs and with the discrete WF distribution), leads to a 
~10% and ~18% reduction in σVT and σlog(IOFF), 
respectively, and to larger  mean values of the 
distributions (~0.12 V in the case of  VT).  
The effect of the spatial location of the Gs in the 
MOSFET gate area has also been evaluated. As an 
example, Fig. 5 shows the impact that a single grain 
(with <WF>=4.3 eV) has on the VT of the device, 
when located at different positions along the channel. 
The grain (inside the square in Fig. 5) was moved 
from the source end (X=0 nm) to the drain end (X=50 
nm) to capture this effect. A device with a uniform 
gate with WF=4.3 eV was simulated as a reference, 
showing VT=0.762 V. Fig. 5 indicates that, when 
compared to the reference value, different changes in 
VT are produced, which depend on the position of the 
grain along the channel. Larger deviations from the 
uniform case are measured when the metal 
inhomogeneity is located close to the source. 

5. Conclusion
The impact of the WF fluctuations of polycrystalline 
metal gates on the MOSFET variability has been 
analysed. The presence of GBs and the WF continuous 
distribution of the Gs need to be considered to obtain 
more realistic information. Moreover, the device 
characteristics and variability are also affected by the 
spatial distribution of such fluctuations. 
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Fig.1. Topography (a) and WF (b) maps obtained with KPFM 
on a TiN layer. Binary mask (c) of the grains identified in (a) 
and generated WF map (d) from the binary mask. Orange 
corresponds to 4.5eV and purple to 4.3eV WFs values. 

Fig.2. (a) Relationship between the WF and topography map, 
pixel by pixel. The general trend is that depressed areas show 
lower WF. (b) 2D-histogram showing the maximum WF vs 
maximum height of the grains, obtained from Fig. 1c. In the 
X axis, the height of each grain is determined with respect to 
the mean value of the topographical image (Fig. 1a).  

Fig. 3. XRD spectrum of the TiN layer, showing the [1,1,1] 
and [2,0,0] orientations of TiN. 

Fig.4. Distributions of IOFF and VT related to WF 
fluctuations in 50nmx50nm Si MOSFETs (at a drain bias 
of 50 mV) when considering the experimental, ie., GBs 
and a continuous WF distribution, (left column) and an 
approximated discrete (right column) WF distribution 
without GBs (Fig. 1b and 1d respectively). The mean 
value (< >) and standard deviation (σ) of the statistical 
ensembles are also indicated.  

Fig.5. VT spatial sensitivity to the TiN grain WF (in the 
square) when its position is swept along the channel (see 
green rectangle) of the MOSFET. The rest of the device gate 
has a constant WF=4.3 eV. VT was evaluated at VD=50 mV. 
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The incorporation of small amounts of N into GaP 
induces an indirect-to-direct band gap transition, as 
described by the band anticrossing (BAC) model [1]. In 
addition, for a N mole fraction x of 0.021, the ternary 
compound GaP1-xNx has the same lattice parameter as 
Si, which paves the way for the monolithic 
pseudomorphic integration of III-V optoelectronic 
devices with the widespread and highly scalable Si 
manufacturing technology. 
In this work, we analyze the correlation between the 
luminescence of GaP1-xNx alloys grown on GaP/Si(001) 
substrates by chemical beam epitaxy (CBE) with both 
the growth parameters and the sample morphology. 
Figure 1 presents a growth diagram that describes the 
dependence of the chemical composition of GaP1-xNx 
alloys grown by CBE on both the substrate temperature 
and the flux of the N precursor (DMHy), when keeping 
constant the remaining parameters. The N content 
increases linearly with the flux of DMHy and decreases 
exponentially with the substrate temperature. 
Importantly, the combination of low substrate 
temperatures and high DMHy fluxes enhances the 
incorporation of N but results in samples with phase 
separation and rough surface morphologies. Figure 2(a) 
shows the photoluminescence (PL) spectra at 12 K of 
GaP1-xNx layers grown at 500 °C with increasing fluxes 
of DMHy. The luminescence is red-shifted from about 
2.1 to 1.87 eV as the N content increases from 0.009 to 
0.044, a shift well described by the BAC model [1]. 
Figure 2(b) summarizes the influence of the growth 
temperature on the PL for a given flux of DMHy. As the 
growth temperature is increased from 475 to 575 °C, the 
N content decreases and the PL intensity steadily 
increases. Interestingly, the overall comparison of the 
two series of samples reveals that the highest PL 
intensity is obtained for the sample with x = 0.018, i.e., 

the one with the closest lattice match to the Si substrate. 
To elucidate whether the enhancement of the PL 
intensity is exclusively due to a reduction in the lattice-
mismatch, we compare in Fig. 2(c) the low temperature 
PL spectra of two samples grown with comparable N 
contents (x = 0.008) within the same growth regime, but 
at two different temperatures, namely, 500 and 575 °C. 
The sample prepared at 575 °C exhibits an integrated 
PL intensity which is 3.5 times larger than that of the 
sample grown at 500 °C. We thus conclude that higher 
substrate temperatures may hinder the creation of non-
radiative point defects. To assess the spatial distribution 
of the luminescence as well as to correlate its properties 
with the sample morphology, the samples are 
simultaneously investigated by cathodoluminescence 
(CL) spectroscopy and scanning electron microcopy. As
an example, Figs. 3(a) and 3(b) present maps of the
peak emission wavelength of spatially resolved CL
spectra for two different samples with x = 0.06 and
0.03, respectively. As can be seen, we detect spatial
fluctuations in the emission wavelength that become
more pronounced as the N content is increased. Based
on the present study, we conclude that: (i) samples with
comparable mean compositions exhibit different
luminescence properties depending on how they are
grown, and (ii) even though low substrate temperatures
and DMHy fluxes facilitate the homogenous
incorporation of N while preserving a smooth surface
morphology, high substrate temperatures enhance the
luminescence efficiency. Therefore, it would be of high
interest to explore the effect of rapid thermal annealing
processes on the luminescence properties of GaP1-xNx
alloys grown by CBE. Those studies are underway.
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Fig. 3 1×1 µm2 spatially-resolved CL maps at 
30 K of the emission wavelength of two GaP1-xNx 
layers with (a) x = 0.06 and (b) x = 0.03. These 
samples are those labelled as (iv) and (ii), 
respectively, in Fig.1. The peak emission 
wavelength is obtained from a Gaussian fit to the 
near-band-edge emission in a hyperspectral CL 
map.  

Fig. 2 Low-temperature (12 K) PL spectra of GaP1-xNx layers grown (a) at 500 ºC with different fluxes of DMHy, the N mole 
fraction increases from 0.009 to 0.044 as the DMHy flux is varied from 1.4×10-5 to 5.6×10-5 Torr, and (b) using a BEP of DMHy 
of 2.8×10-5 Torr at increasing substrate temperatures from 475 to 575 ºC, which results in decreasing N mole fractions from 
0.089 to 0.018. The insets show the integrated intensity of the PL spectra (including additional samples) as a function of the N 
mole fraction. The vertical dashed lines indicate the N mole fraction for which the GaP1-xNx alloy is lattice matched to Si, i.e., 
x = 0.021. (c) Low-temperature (12 K) PL spectra of two GaP1-xNx layers with approximately the same N mole fraction 
(x ≈ 0.008) but grown at different substrate temperatures, as indicated in the figure. The intensity scales in (a)‒(c) are directly 
comparable. The labels (i)‒(ix) can be used to identify the growth conditions of the different samples using Fig. 1. 

Fig. 1 Growth diagram depicting the dependence of the incorporation of 
N into GaP1-xNx on the growth temperature and the beam equivalent 
pressure (BEP) of DMHy, which is directly proportional to its flux. The N 
mole fraction is displayed as a contour plot with a linear scale. The 
diagram holds for given BEP values of the Ga and P precursors (TEGa 
and TBP, respectively). The dashed line shows the boundary between the 
growth conditions that result in single phase and phase-separated 
GaP1-xNx layers. The labels (i)‒(ix) indicate the growth conditions of the 
samples investigated within the framework of this study. These labels are 
also used in Figs. 2 and 3. 
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1. Abstract
Room temperature detectors for X-ray and gamma-ray 
radiation are of great interest in a wide range of fields, 
such as medical and astrophysical space imaging, 
safety systems in nuclear power industry and high 
energy physics installations, renewable energy (solar 
cells), photodiodes, photoconductors, infrared windows 
and homeland security [1,2]. 
The requirements that a suitable material for X-ray and 
gamma detection at room temperature have to fulfill 
are the following: 
High atomic number, high density, high resistance and 
a wide band-gap. These properties ensure that a large 
area of the bulk material is active in allowing the 
charge generation, as well as carrying generated charge 
throughout detector material to metallic contacts, and 
finally, to readout electronics as shown in figure 1. 
Despite the efforts made over decades in the 
development of CdTe and CdZnTe as X-ray and 
gamma radiation detectors at room temperature, their 
mass production is not possible. This is due to the fact 
that these materials present high concentrations of Te 
secondary phases and lack of homogenization as a 
result of Zn segregation, therefore reducing detector 
performance. Recent publications [3] propose the 
addition of Se (CdZnTeSe), as a solution for the 
reduction of secondary phases of Te and Zn 
segregation. 
But even when a high quality crystal is available, 
unwanted chemical impurities and lattice 
imperfections, are introduced during crystal 
manufacturing processes (slicing, lapping, polishing 
and surface treatment), which causes donor and 
acceptor states [4]. These levels behave as 
recombination centers, which results in the 
deterioration of the spectral sensitivity of the device. 

In the present study, information is provided on contact 
formation after crystal surface polishing grade and its 
influence on device performance. 
Experimental studies of CdZnTeSe grown by the 
Vertical Gradient Freeze (VGF) method. After metallic 
contacts of Au, with planar geometry guard diode 
figure 2, was deposited by thermal evaporation. The 
differences in polishing processes on the device 
performance will be studied. In this way devices 
fabricated on samples polished with different alumina 
powder grain sizes (1 m and 0.03 m) will be 
analyzed.  
The methodological approach taken in this study is a 
mixed methodology based on electrical and 
morphological characterization of the contacts. As 
follows, an important diode parameter, as barrier height 
(ɸBo), is obtained from I-V plots figure 3 using 
Thermionic Emission Theory [1]. Those curves also 
provided leakage currents and sensor breakdown 
voltages. 
Moreover, surface topography and contact thicknesses 
were obtained with Atomic Force Microscopy (AFM) 
measurements. Electrostatic mode (EFM), derived 
from AFM estimations, is sensitive to the electrostatic 
force between sample and tip. That force is often due to 
surface local potential, is directly related to 
semiconductor-metal work function [5]. Barriers height 
obtained oscillate between 0.9 to 0.6 eV. Although 
barrier height has never been measured for Au-
CdZnTeSe, these values are too close to CdZnTe data 
[6].
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2. Figures Appendix

Fig.1. Simple schematic of the performance of a CdZnTeSe 
nuclear sensor. 

Fig.2. Guard diode configuration used in CdZnTeSe sensors. 

Fig.3. Current of the CdZnTeSe detectors versus applied 
voltage. a) The surface of sample A was treated by polishing 
with 1 µm particle size alumina suspension and b) sample B 
was treated by polishing with 0.3 µm particle size alumina 
suspension. 
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Abstract 
Ultra-high concentrator photovoltaic (UHCPV) 
technology, usually referred to systems with 
concentrations above 2000 suns, has been signaled as a 
promising research avenue for achieving CPV systems 
with higher efficiencies and lower cost [1]. This can be 
explained considering that the theoretical efficiency (η) 
of solar cells tends to grow with concentration while 
the amount of expensive semiconductor material is 
strongly reduced. Despite this potential, significant 
efforts are still needed to overcome several 
technological challenges, namely: a) solar cells with 
efficiencies peaking at UH levels, b) high-efficiency 
optical designs able to reach UH and c) cooling 
strategies tailored to remove, or even exploit, the heat 
waste. This work is focused on proposing a solution to 
the first concern. Multi-junction (MJ) cells have 
demonstrated impressive efficiencies (η) above 45% 
for concentrations (Cratio) within 100-1000 suns. The 
most critical limiting factor of horizontal MJ cells for 
increasing η with Cratio is related to the huge series 
resistance (Rs) losses produced at UH light intensities. 
This is due to the unavoidable trade-off between the 
shadowing of the front metallic contact and the Rs, as 
well as by the Rs of the different semiconductor layers 
of the stack. In this sense, big efforts are being 
conducted by the community for understanding the IV 
dynamics and developing MJ cells with a high 
performance at UH levels [2, 3, 4]. Despite of this, to 
the date, the peak of efficiency of standard MJ solar 
cells seems to be limited to concentrations factors 
below 1000 suns, no matter how the front-grid pattern 
is designed or how much the area of the cell is reduced 
[4]. Therefore, it is not possible to completely exploit 
the theoretical increase of η with Cratio and the cost 
reduction capacity of UHCPV systems. 
In this work, we investigate the main features of the so-
called intrinsic-Vertical-Tunnel-Junction (i-VTJ) multi-
band-gap (MBG) solar cell recently presented by the 
authors [6, 7]. Figure 1 shows the fundamental unit of 
the proposed structure, which consists of two identical 
subcells connected in series using a highly doped 

tunnel junction (TJ). In addition, an intrinsic 
semiconductor layer (i-layer) is included between the 
pn junctions. This layer reduces the recombination rate 
and allows the width to be increased. In addition, η is 
enhanced since the electrical field, responsible for 
charge carrier separation, covers most of the 
illumination area. Figure 2 shows the impact of the 
thickness of the i-layer on the Voc and FF for various 
materials. In addition, Figure 3 shows a scheme (left) 
of a i-VTJ made up of GaAs/Si/Ge and the efficiency 
(right) of various materials up to 15,000 suns. As can 
be seen, the solar cells achieve outstanding η at UH 
levels, > 40% at 15,000 suns for 2BG and 3BG i-VTJ 
cells. The ability of the proposed structure to lower the 
cost of CPV are shown in figure 4. The key features, 
and potential, of the device will be presented at the 
conference and final manuscript. Other better band-gap 
combinations with potential efficiencies above 60% at 
UH levels will be also discussed. 
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Fig. 1. Scheme of the fundamental unit of the i-VTJ 

solar cell (H = height and W = width). 

Fig. 2.  Variation of open-circuit voltage (Voc) and fill 
factor (FF) with the thickness of the intrinsic layer at 
10000 suns.

Fig. 3. Scheme (top) of a 3BG i-VTJ solar cell for a 
concentration of 10,000 suns, and efficiency versus 
concentration (bottom) for GaAs, Si, GaAs/Si and 
GaAs/Si/Ge i-VTJ solar cells up to 15,000 suns. 

Fig. 4. Contour plot of expected system cost per Watt-
peak (Wp) as a function of the sun concentration and 
system optical efficiency (Generator cost = 130 €/m2, 
BOS cost = 0.34 €/Wp and cell cost = 12 €/cm2).   
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1. Abstract
In this research work, noteworthy progress has been 
achieved to fabricate inverted polymer solar cells 
(iPSCs) using spray pyrolysis technique to deposit a thin 
film of ZnO as interfacial layer. A standard iPSCs 
fabricated by spin coating (SC) technique has been used 
as reference cells. It has been observed that the 
performance of the iPSCs fabricated by ZnO-SP were 
quite similar to the reference samples fabricated by the 
ZnO-SC technique. In addition, Higher stability has 
been observed for the ZnO-SP devices more than the 
ZnO-SC ones. Hence, this promising spray pyrolysis 
technique might be a breakthrough forward step for 
commercializing the inverted polymer solar cell based 
on mass production scale.  

2. Introduction
Polymer solar cells have been extensively 

investigated as promising solar cells due to their 
flexibility, low fabrication cost, lightweight and being 
capable of engaging with other electronic applications 
[1]. The deposition technique of the layers is an 
important factor which should be mentioned because it 
influences the interfaces between the layers and the film 
surface morphology. Spray pyrolysis technique (SP) is 
widely used for thin film deposition which matches the 
industrial mass production not only lab-scale. Moreover, 
it is a low cost, facile technique that does not require 
any vacuum or complicated conditions [2].  

3. Device fabrication
In this work, Spray pyrolysis (SP) and spin 

coating (SC) techniques have been used to prepare a 
thin film of ZnO as Electron transporting layer (ETL) in 
the fabricated devices. The structure of the iPSCs is 
ITO/ZnO /PTB7-Th: PC70BM/V2O5/Ag. The ZnO 
precursor solution has been synthesized by sol gel 
method [3]. For the spin coating technique, the ZnO 
solution spun over the pre-cleaned ITO substrate at 
3000 rpm for 30 s, then kept for 1 h to be annealed at 
200 ºC [3]. For the spray pyrolysis technique, the 
synthesized solution was diluted with ethanol by 1:6 
v/v. It has been deposited over the pre-heated ITO at 
350 ºC and the sprayed films left to anneal for 1 h [4]. 
The active polymer blend was prepared by dissolving 25 
mg/ml of PTB7-Th:PC70BM 1:1.5 w/w in 
chlorobenzene with 3 % DIO. Then the blend filtered 

and spun over the ZnO layer without heat treatment. 
Finally, V2O5 and Ag films were thermally evaporated. 

4. Results and discussions
A performance comparison has been carried out 
between the iPSCs used the SP and SC techniques to 
deposit ZnO-ETL. Fig.1. (a) illustrates the current 
density-voltage performance curve (J-V) under AM1.5 
illumination. Table 1. shows the detailed performance 
parameters of the fabricated devices. From the obtained 
results it can be noticed that all the fabricated cells have 
the same VOC. It is worth mentioning that the generated 
JSC for the iPSCs fabricated by the ZnO sprayed using 
SP technique was higher than the ones deposited by SC 
technique. Fig.1. (b) displays the J-V characteristic 
curves of the iPSCs under dark. It has showed that a 
higher leakage current appeared for the iPSCs fabricated 
by the ZnO-SP technique. Fig.1. (c) shows the 
impedance spectroscopy (IS) of the T80 (devices reached 
80% from the initial value) of degraded ZnO-SC and 
ZnO-SP iPSCs with bias voltage at Voc. It can be 
noticed that a typical semicircle behaviour of Nyquist 
plot has been obtained for the degraded ZnO-SP devices 
but, some deviation from the typical shape appeared for 
the ZnO-SC iPSCs. This observed behaviour might be 
attributed to the degradation over time. In addition, it is 
worth mentioning that the created impeded traps in the 
ZnO-SC devices were more than that produced in the 
ZnO-SP iPSCs. Which proof the higher stability of 
devices fabricated by ZnO-SP than that of the ZnO-SC 
ones. 
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Fig.1. J-V characteristic curves of ZnO-SC and ZnO-SP 
fabricated iPSCs a) under illumination conditions AM 1.5 
and b) at dark condition (Symbols for experimental data and 
the lines for the fitting), (c) The IS at VOC under 1.5 AM 
illumination of the ZnO-SC and ZnO-SP degraded iPSCs.

Samples VOC

(V) 
JSC

mA/cm2 
FF PCE 

% 

RS 

Ω.cm2 
RP

Ω.cm2 

ZnO-SC 0.79 17.84 0.69 10.00 1.48 989 

ZnO-SP 0.78 18.62 0.67 9.68 2.49 973 

Table 1. Solar Cells Performance parameters for the iPSCs 
Fabricated by SC and SP Techniques.
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1. Introduction
The development of flexible and optically transparent 

devices are the consequence of the emerging 

proliferation in portable intelligent electronic devices, 

such as panels, displays or phones for example [1], [2]. 

Advances in flexible transparent power sources such as 

Li-ion batteries or supercapacitors are important for the 

market demands and they are expected to have high 

optical transparency and a good energy storage, also 

under deformation conditions.  

In this work we present a flexible and optically 

transparent supercapacitor based on ZnO nanowires, 

which have a good transmittance and its capacitance is 

now the subject to improve. 

2. Materials and experimental
Thin transparent and flexible ITO/PET sheets from 

Sigma-Aldrich were used as substrates for the 

electrodes. ZnO nanowires (ZnO NW) were 

electrochemically grown by the use of an AUTOLAB 

potentiostat, from a solution of 1mM Zn acetate and 0.1 

M Na acetate, from Sigma-Aldrich. The grown was 

carried out under 70 ºC by the use of a thermal bath, and 

oxygen was bubbled during the chronoamperometry 

process, set during 5, 15, 30 and 60 minutes. Once the 

electrodes were made, a polymeric electrolyte were 

synthesized by our previous publication [3]. To make 

the symmetric supercapacitors, two electrodes (grown 

during the same time) were dipped into the electrolyte 

solution and then stack together to form the 

supercapacitor. Charge-discharge curves were carried 

out with a Biologic Potentiostat, and cyclic 

voltammetries were obtained by a Potentiostat from 

Autolab. Transmittance spectra were obtained from a 

VARIAN spectrophotometer. 

3. Results and discussion
Charge-discharge curves carried out at ±1µA showed a 

potential peak of 0.5 V for the samples grown during 5, 

15 and 60 min, and 0.25 V for the sample grown during 

30 min. Under deformation conditions, the potential 

peak was the same. Fig. 1 shows the charge-discharge 

curves for the 15 min sample in a plane and bending 

position. 

Cyclic voltammetries were carried out for all the 

samples at different scan rates of 25, 50, 75 and 100 mV 

s-1, setting a potential window between -1 and 0.5 V.

From these measurements, the specific values of

capacitance, energy and power were calculated. These

values were improved at higher scan rates, as we

expected. Best values were obtained for the

supercapacitor made with two electrodes grown during

30 min, obtaining a specific capacitance of 5.6 µF cm-2,

an energy of 6.3 µJ cm-2 and a power of 0.4 µJ s-1 cm-2,

at a scan rate of 100 mV s-1.

Optical transmittance spectra were obtained (Fig. 2),

showing values from 48.3 to 75.4 % at 550 nm, which is

the wavelength which the photopic eye sensitivity

function has maximum sensitivity. The best value was

for the supercapacitor made with two electrodes grown

during 5 min, as expected. A picture of the samples is

shown in Fig. 3.
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Fig.1. Charge-discharge curves for the symmetric 

supercapacitor made from two electrodes grown during 30 

min (a) plane position (b) bending position. 
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Fig.2. Optical transmittance for the symmetric supercapacitors 

made from electrodes grown during 5, 15, 30 and 60 minutes.

Fig.3. Photo of the four flexible supercapacitors where the 

transmittance can be appreciated.
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1. Abstract
Novel and disruptive applications can be 

provided by the synergy between different types of 
materials with different functionalities that could not be 
achievable by other means. The excellent properties that 
hybrid perovskites provide on one hand, and those of 
graphene on the other, can envision great enhancement 
of devices properties. This work focuses on photovoltaic 
applications, where hybrid perovskites solar cells (PSCs) 
have already demonstrated outstanding power 
conversion efficiencies (PCEs), reaching a certified 
25.5% efficiency of photovoltaic devices for 3D Pb-
based perovskites in a record time.[1] The incorporation-
doping- of graphene (G) and graphene-related materials 
(GRM) in the PSC devices is a promising route toward 
applications and improvements in performance and, very 
important for its commercial launch, stability.[2,3,4] 
Carbon-based materials, including carbon nanotubes 
(CNTs), graphite and graphene and its derivatives, have 
proven to be helpful due to their stability, reasonable 
cost, and easy manufacturing on an industrial scale. 

PSCs have surpassed CIGs and CdTe, but using 
low-temperature and cost-effective methods, 
revolutionizing existing technologies with simple 
layered-structured devices: i.e. transparent electrode/hole 
transport layer(HTL)/active layer/electron transport 
layer(ETL)/metal contact (Figure 1). The different active 
layers are deposited by solution processed methods. Most 
of the advances in the performance of PSCs have resulted 
from improvements in device architecture and material 
composition. 

In this work, we study and compare the effect of 
the incorporation of pristine graphene flakes in a) the 
active layer (perovskite precursor solution MAPbI3 (MA 
= CH3-NH3 +)) and b) in the PEDOT:PSS HTL layer, 
resulting in different effects both, in the intrinsic 
properties of the active layer and in the device properties. 

Extremely low graphene content in the HTL layer results 
in increased PCEs of the solar cell devices (figure 2a), 
and higher crystallinity, shown by X-ray diffraction 
analysis (XRD), of the MAPbI3 active layer (figure 2c). 
[3] When graphene is added into the photoactive MAPbI3

layer, the lowest amount of graphene leads to a
photovoltaic improvement, while a detrimental effect is
observed for higher concentrations (Figure 2d,f).

In-depth studies of structural properties (XRD), 
optical (absorption and photoluminescence emission) 
studies and device characterization by impedance 
spectroscopy will be presented in this work aimed to 
understand the physical and chemical mechanisms 
produced by the addition of graphene and its relationship 
with final device properties. Preliminary studies show 
great potential for developing the pathway for these cost-
effective materials. 
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Figure 2. a) Schematic representation of the tetragonal unit cell 
of an ABX3 perovskite, and b) inverted structure of a perovskite 
solar cell. c) Current-voltage performances under 1 sun 
illumination for the solar cells with graphene-doped 
PEDOT:PSS as HTLs and d) with graphene flakes into MAPbI3 
solution, in forward sweep (solid lines) and reverse sweep 
(dashed lines). (The blue arrow indicates the direction graphene 
increases). e) XRD patterns of the pristine MAPbI3 films on 
graphene-doped PEDOT:PSS layers and, f) graphene-doped 
MAPbI3 films on glass.  
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1. Abstract
We report an optimized Power-over-Fiber (PoF) 
solution to remotely feeding smart sensors and control 
electronics suitable for low-power consumption demand 
applications. A customized photovoltaic laser power 
converter is developed and characterized to maximize 
the PoF system efficiency. The system is successfully 
tested, capable of feeding a smart remote node 
consuming 15.5 mW. 

2. Introduction
Optical-fiber-linked power-by-light systems, known as 
Power-over-Fiber (PoF), consist of a high-power laser 
(HPL), a transmission line (optical fiber), and a 
photovoltaic laser power converter (PLPC). The latter is 
responsible for transforming the received optical power 
into electricity thus driving an electronic circuit directly 
or by means of an intermediate signal conditioning 
stage. The main advantages of deploying PoF systems 
include galvanic insulation between the two fiber ends, 
lack of electromagnetic noise, savings in copper cable 
weight, and no need for external batteries or public 
power lines. These optically powered remote units are 
envisaged in application fields such as Internet-of-
Things (IoT) [1], avionics, automotive, domotics, etc. 
However, limitations of overall system performance 
mostly depend on the efficiencies of the HPL, optical 
fiber and, mainly, the PLPC [2].  
In this work, an optimized PoF solution to remotely feed 
smart nodes with low-power demands is presented and 
experimentally tested. Our PoF system design 
outperforms in efficiency compared to other PoF 
systems reported elsewhere as well as to current state-
of-the-art commercially available systems. 

3. PV Converter and Experimental Setup
A customized GaAs PLPC with HP-SMA connector 
was fabricated (Fig.1). We fabricated the semiconductor 
structure of the converter by MOVPE on GaAs 

substrates. The device has an area of 0.1 cm2 to optimize 
the light transfer to the converter and is manufactured 
using photolithography, metal deposition, liftoff, wet 
etch, and deposition of antireflective layers. The 
converters are encapsulated in TO-8 packages.  
Fig. 2 shows a schematic of the PoF system developed. 
The system includes a HPL of 1.5W@2.2A (maximum) 
with a central wavelength of 808nm and a 4m-long 
200µm core diameter silica optical fiber connected to 
the smart remote node, although reaching longer 
distances would be feasible. The remote node hardware 
consists of two boards (Main and Communication 
boards). It includes an energy management unit with the 
capability of tracking the maximum power point 
(MPPT) of the PLPC. This smart node also embeds a 
bidirectional optical communications link from/to the 
central office powered by PoF and allows power on 
demand depending on the remote node status.  

4. Results
For an input optical power of 0.482 W our PLPC shows 
the maximum conversion factor of 56.5%@808nm. Fig. 
3 shows the PLPC I-V curves at different optical power 
inputs. We successfully tested different operation modes 
for the bidirectional optical communications link at the 
remote node while being powered by PoF: remotely 
turning the node into sleep mode, data transmission and 
data reception for node control and status. Remote node 
power demand was also measured being 15.5mW 
(5.5mA, 3V) provided by the PV cell. Fig. 4 shows a 
picture of the experimental setup for PoF testing 
purposes. 
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Fig.1 Pictures of the customized PLPC onto a TO-8 with HP-
SMA connector to optical fiber. 
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Fig.2 Schematic of different building blocks of the PoF 
system and the remote node. HEM: Hardware Energy 

Management.

Fig.3 Measured I-V curve of the customized PV cell for 
different values of the input optical power at 808nm.

Fig.4 Picture of the experimental setup powering the remote 
node via PoF.
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 Abstract 

Concentrator photovoltaics (CPV) has 

reached the highest efficiencies (η) among all the 

photovoltaic (PV) technologies [1]. Also, these 

systems have demonstrated a noteworthy capacity to 

produce high energy levels and to reduce the cost of 

electricity [2]. Ultra-high (UH) CPV with 

concentration ratio (Cratio) above 1000 suns is 

considered one of the most promising areas to obtain 

high η and low-cost new generation CPV systems 

[3]. This is due to the theoretical η of solar cells 

increases with Cratio and the amount of 

semiconductor material is drastically reduced. 

Despite the potential of the UHCPV systems, several 

goals need to be reached in order to improve the 

technology: solar cells with η peaking at UH levels 

(e.g. decreasing the series resistance losses (RS)) [4], 

optical designs able to reach UH levels [5] and 

thermal mechanisms able to exploit the UH heat 

waste [6]. 

This work is focused on the study of 

recombination effects in a GaAs-based vertical-

tunnel-junction (VTJ) solar cell that was first 

introduced in [7] and later optimised in [8]. It is 

composed by two identical GaAs subcells joined by 

a tunnel junction (TJ) with the anode and cathode 

placed laterally (see scheme and the main 

dimensions in Fig. 1). The p+ and n+-layers are doped 

with 5·1019 cm-3, the p and n-layers with 1·1015 cm-3 

and the n++/p++ layers in the TJ with 7·1019 cm-3. 

With this structure is possible to increase the area of 

the cell exposed to the light by connecting multiple 

VTJs via TJs. This configuration reduces the RS 

losses of the multi-junction horizontal structures, so 

the η increases linearly with Cratio, even up to 10000 

suns [7].  

Fig. 2 presents the Auger, Shockley-Read-

Hall (SRH), radiative and total recombination (TR) 

rates under 100 (a) and 10000 suns (b). These values 

were obtained along the width of the device at 3 µm 

of the vertical direction from the incident light 

surface (see Fig. 1) at the open-circuit voltage (VOC) 

operation point. Results show that for 100 suns 

radiative is the dominant mechanism in the p-layers, 

being the 63.5% of the total rate, and in the n-layers 

SRH dominates, being the 52.8%. On the other 

hand, for 10000 suns (Fig. 2 (b)), radiative is the 

dominant recombination, being the 64.75% of the 

total rate in the p-layers and the 76.4% in the n-

layers. It is important to note that Auger is the least 

recombination effect for both Cratio, and its maximum 

values can be found in the more doped layers. Fig. 3 

shows the IV curves for TR, without recombinations 

(NR) and for each recombination at 100 (a) and 

10000 suns (b). These figures show that the short-

circuit current (ISC) is almost constant independently 

of the mechanism considered for both low and UH 

Cratio. On the other hand, the figures also show that 

Auger and SRH do not affect the characteristic IV 

curve, while radiative decreases the VOC for both 

Cratio. Fig. 4 (a) shows the IV curves for 100 and 

10000 suns for TR. These curves show that ISC, VOC 

and η increases with Cratio, being η at 10000 suns 

3.3% larger than at 100 suns. Finally, Fig. 4 (b) 

presents the comparison of the η between 100 and 

10000 suns for TR, NR and for each recombination. 

This figure shows that for all cases η increases at 

least 3% with Cratio and is not limited by either of the 

recombination mechanisms. In addition, the results 

show that radiative affects η the most at UHCratio, 

since for Auger and SRH η is ~33.0% and for 

radiative ~32.0%. A detailed investigation of these 

results will be provided at the conference.  
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Fig. 1. 2D scheme of the Vertical-Tunnel-Junction (VTJ) including the main dimensions of the structure (H=height and W=width). 

(a) 
(b) 

Fig. 2. Recombination rates obtained for Auger, radiative and Shockley-Read-Hall (SRH) and the total recombination (TR) for a 

cutline along the width of the device structure at 3 µm o the vertical direction from the incident light surface under 100 (a) and 10000 

(b) suns at the VOC operation point.

(a) (b) 

Fig. 3. IV curves for the total recombination (TR), without recombinations (NR) and for Auger, Shockley-Read-Hall (SRH) and 

radiative at 100 suns (a) and 10000 suns (b). 

(a) 
(b) 

Fig. 4. (a) IV curves for 100 and 10000 suns for the total recombinations (TR). (b) Comparison of the efficiency between 100 and 

10000 suns concentration for the VTJ solar cell for TR, without recombinations (NR) and for Auger, Shockley-Read-Hall (SRH) and 

radiative. 
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1. Abstract
Molecular design and device engineering are two 
important strategies to improve the performance of 
organic solar cells (OSC). In this study, we investigate 
the influence of the thermal annealing treatment on the 
performance of ternary OSC based on PTB7-
Th:PC70BM bulk heterojunction incorporating a newly 
designed solution-processable phthalocyanine-based 
third component, CuPcF48. The addition of CuPcF48 has 
shown to improve the power conversion efficiency 
(PCE) of up to 3% in ternary OSC compared to binary 
OSC through molecular design strategy. On the 
contrary, a drop in PCE for both binary and ternary 
OSC upon thermal annealing was observed. The result 
suggest that the device engineering strategy by thermal 
annealing treatment may not suitable for the device 
improvement of PTB7-Th:PC70BM-based blend. 

2. Introduction
Organic solar cells (OSC) have been receiving more 
attention due to their low-cost, light weight, facile 
processing and flexibility for large area devices.[1] In 
recent years, a great effort has been made on material 
synthesis, device engineering and theoretical modelling 
to optimize the performance of bulk heterojunction 
OSC.[2], [3] Up to now, the power conversion 
efficiency (PCE) of such cells can exceed 17% in both 
single junction and tandem cells.[4] Ternary OSC could 
combine the merit of binary and tandem cells to 
improve device performance. Another strategy is 
thermal annealing (TA), which is an important method 
for regulating the morphology of bulk heterojunction 
OSC, and has become an essential option for optimizing 
the device efficiency and performance.[5] Strategy such 
as thermal annealing or ternary system has been used in 
OSC to obtain its best device performance by our 
group.[6], [7] In this work, we examine the effect of 
thermal annealing on device performance for a new 
solution-processable small molecule, CuPcF48, in binary 
and ternary bulk heterojunction systems. 

3. Results and Discussion
Since the ternary system and thermal annealing can both 
help to improve the device performance and efficiency, 
it is thus attractive to investigate the influence of TA on 
the device performance of binary and ternary systems. 
The binary and ternary device were fabricated using 
inverted structure of ITO/PFN/Active layer/V2O5/Ag 
with the optimal conditions of a donor/acceptor (D/A) 
weight ratio of 1:1.5, the solvent chlorobenzene 97% 
(v/v) and DIO additive 3%. A 3% weight ratio of 
CuPcF48 added to the total D/A=1:1.5 and thermal 
annealing with at 100°C for 5 min were used as the 
variable conditions. Current density-voltage (J-V) 
curves of all devices is displayed in Fig. 1. The relevant 
photovoltaic parameters under AM 1.5G illumination 
are listed in Table 1. The binary PTB7-Th:PC70BM 
device shows a PCE of 8.83%. With the addition of 
CuPcF48, the increase in short-circuit current density 
(JSC) was observed from 16.34 mA cm-2 for binary 
device to 16.81 mA cm-2 for ternary device. This trend 
is observed for both devices with and without thermal 
annealing, leading to 3% enhancement of PCE. On the 
other hand, the thermal annealing treatment can lead to 
the decrease of JSC and FF simultaneously for both 
binary and ternary system, leading to the poor device 
performance. This latter results suggest that the thermal 
annealing may not suitable for the device improvement 
of PTB7-Th:PC70BM-based blend. 

4. Conclusion
Devices based on a newly solution-processable small 
molecule CuPcF48 as a third component in PTB7-
Th:PC70BM bulk heterojunction ternary system have 
been investigated. The addition of CuPcF48 has shown 
to improve the PCE of up to 3% in ternary OSC 
compared to binary OSC through molecular design 
strategy. On the contrary, a drop in PCE for both binary 
and ternary OSC upon thermal annealing was observed. 
The result suggest that the device engineering strategy 
by thermal annealing treatment is not suitable for the 
device improvement of PTB7-Th:PC70BM-based blend.
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Fig.1. Current density-voltage (J-V) characteristics of binary 
and ternary devices with and without thermal annealing 
treatment.

Table 1. Device parameters for binary and ternary OSC with 
and without thermal annealing treatment.

System TA JSC 

[mA·cm-2] 

VOC 

[V] 

FF 

[%] 

PCE 

[%] 

Binary - 16.34 0.79 68.41 8.83 

TA 14.77 0.80 65.47 7.78 

Ternary - 16.81 0.78 69.09 9.06 

TA 16.18 0.79 64.86 8.37 
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1. Introduction
Supersaturated GaP based solar cells could reach very 
high efficiencies [1]. From previous works, we observed 
a strong sheet photoconductance at energies below the 
GaP bandgap. We also concluded that the Pulsed-Laser 
Annealing (PLA) process produced a passivating 
surface oxide film. This passivation is extremely 
important for optoelectronic devices. In this work, we 
further our understanding of the optoelectronic 
properties of GaP:Ti fabricated by ion implantation and 
PLA.  

2. Experimental
DSP 400 µm (100) n-GaP samples (0.064 Ωcm) were 
used for Transmittance (T) and Reflectance (R) 
measurements. SSP 450 µm (100) undoped n-GaP 
samples (0.65 – 2.6 Ωcm) were used for the rest of the 
measurements. Samples were 48Ti+ implanted at 7º in a 
Varian CF3000 model refurbished by IBS at 32 keV 
with 8×1014 and 2×1015 cm-2 doses and subsequently 
PLA processed in air with an ArF excimer laser (193 
nm, 20 ns pulse) as in Refs. [1, 2]. The PLA energy 
density used was in the 0.38 – 0.52 J/cm2 range. T+R 
measurements were obtained using a UV/Vis/NIR 
Perkin-Elmer Lambda 1050 spectrophotometer at 
CIEMAT facilities. Results were used to obtain the 
absorption coefficient and the refractive index by the 
method described in Ref. [3]. Some 1×1 cm2 samples 
were back and front contacted with an Au/Au:Ge 
(88:12) stack. Dark I-V measurements were conducted 
with an Agilent 2400 SMU and External Quantum 
Efficiency (EQE) measurements were obtained by 
means of a SRS830 DSP lock-in amplifier, illuminating 
with a UV-Vis-NIR Horiba iHR320 spectrophotometer 
with a 250 W halogen lamp, calibrated by a Si S2281 
photodiode. X-ray Photoelectron Spectroscopy (XPS) 
measurements were performed to analyze the surface of 
GaP and a 5 – 10 s NH4OH etch (see Ref. [4]) was 
conducted to eliminate the surface oxide produced by 
the PLA process. A Fisons MT500 spectrometer 
operated at 300 W at CENIM-CSIC facilities was used 
for XPS characterization. 

3. Results and discussion
The obtained refractive index for GaP:Ti samples 
presented in Fig. 1 is higher than the one of the bare 
substrate, and there is a clear trend with the dose. On the 
other hand, Fig. 2 shows that the obtained absorption 
coefficient of the GaP:Ti semiconductor material is very 
high in the Vis-IR range, with values over 104 cm-1. 
This result suggests that this material can be of interest 
for optoelectronic applications and in particular for 
photovoltaic devices. 
The measured dark I-V curve shown in Fig. 3 was fitted 
with the classic diode model, yielding the following 
results for the best sample: I0 = 4.00×10-14 A, n = 1.50, 
Rsh = 4.33×108 Ω, and Rs = 4.73×103 Ω. EQE results 
presented in Fig. 4 show a very clear response at 
energies below the GaP bandgap, due to the 
introduction of Ti through implantation. However, the 
EQE values are very low, most likely due to the high 
series resistance. We suggest that the thin (~5 nm) 
passivating amorphous oxide at the GaP surface, already 
discussed in Ref. [2], is increasing the front contact 
resistance (see Fig. 5). 
In order to eliminate this surface oxide and fabricate an 
intimate contact with GaP, we analyzed the NH4OH 
etch by XPS (Fig. 6) and concluded that it can be easily 
removed. New samples are being fabricated to study the 
influence of this recipe on the optoelectronic properties 
of GaP:Ti/GaP devices. 
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Fig.1. Refractive index of several GaP:Ti layers after the PLA 
process. The refractive index of the reference substrate is also 
depicted.

Fig.2. Absorption coefficient of GaP:Ti layers after the PLA 
process, compared to the one of the reference GaP substrate. 
The dashed line marks the GaP bandgap at 2.26 eV. The 
substrate shows free carriers absorption at energies below the 
bandgap. 

Fig.3. Measured and fitted IV curves of one of the 
GaP:Ti/GaP devices. The circuit model used is shown in the 
figure.

Fig.4. EQE of one of the GaP:Ti/GaP devices. The bandgap is 
marked at 2.26 eV. The EQE values are very low, possibly 
due to the high series resistance of the device. EQE at energies 
below the GaP bandgap is originated by the Ti deep states.

Fig.5. Structure of the GaP:Ti/GaP devices. The back contact 
covers the whole surface while the front contact is smaller. 
The thin (~5 nm) passivating surface oxide layer described in 
Ref. [2] and produced by the PLA process is also under the 
front contact.

Fig.6. XPS spectra of several GaP and GaP:Ti samples with 
and without PLA process. The spectra show the P 2p band and 
a band attributed to the surface oxide layer. The NH4OH short 
etch (5 – 10 s) removes this layer opening the possibility of 
creating an intimate contact to the GaP:Ti surface.
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1. Abstract

Cu(In,Ga)Se2 (CIGS) solar cells have proven to be a 
competitive technology on the thin film photovoltaic 
devices. This compound offers a good alternative to 
silicon monocrystalline devices since characterized 
CIGS solar cells have achieved efficiencies as high as 
23,35% [1]. Since the obtention of these promising 
results, there have been lots of studies centered on the 
composition and the best possible treatments to improve 
these values, for example [2] and [3]. Heavy alkali-based 
post-deposition treatments (PDT) have proven to 
maximize the efficiency of the CIGS solar cells [4]. The 
next step on the study of CIGS thin film photovoltaic 
devices is to manage to properly transfer these processes 
from cells (laboratory) to a pre-industrial module level.  

In this work, we deal with the structural and chemical 
analysis of thin film solar cells grown in a pre-industrial 
inline-system for the CIGS deposition. The devices 
consist in a stack of Mo\MoSe\CIGS\CdS\i-ZnO\ZAO 
grown on soda-lime glass (SLG) (see Fig. 1) and show 
good electro-optical properties with efficiencies up to 
18.0% without antireflective coating. 
Conventional and advanced microscopy techniques were 
applied using JEM-2100 and JEM-2010 electron 
microscopes, equipped with X-ray detector from (Oxford 
Instruments) and energy filter (Gatan) respectively. 
Besides atomic resolution phase contrast imaging 
(HRTEM) and Selected Area Electron Diffraction 
(SAED), Electron Energy-Loss Spectrometry (EELS) in 
both low-loss and core loss regimes, was also applied for 
the analysis of composition dependent plasmon peak 
shift and composition quantification respectively.  These 
observations were also supported by Energy Dispersive 
X-Ray analysis (EDX). Additionally, phase and grain
orientation maps were obtained by precession assisted
electron diffraction (PED) using the Astar system from

Nanomegas. Diffraction patterns were collected in 
STEM mode using a nanoprobe electron beam that is 
precessed to minimize the dynamical effects and improve 
the pattern quality. Once the acquisition is done, the 
diffraction patterns are indexed automatically using a 
template matching [5]. This technique allows us to study 
the changes in phase or orientation of different grains. 

First, to evaluate the crystalline quality of the CIGS layer, 
a non-complete CIGS device, annealed at 520ºC, 
consisting only in Mo\MoSe\CIGS layers was observed 
in planar-view (PV orientation). For the preparation of a 
thin foil a mechanical procedure was done (polishing 
using different sized papers until a 1µm grain) followed 
by a final ion beam thinning. The observation of this 
sample allowed us to study the grain boundaries and 
orientations and the structure of the CIGS, which space 
group is I42d (see Fig.2 and Fig.3). 

For the study of a whole device, a set of complete 
samples was prepared. These samples were treated by 
RbF-PDT at different source temperatures: 300ºC (no 
RbF treatment), 490ºC, 520ºC and 540ºC. The 
[Cu]/([Ga]+[In]) (CGI) ratio was always kept constant. A 
focused ion beam (FIB) was used in order to obtain 
lamellas thin enough to be observable by TEM in cross 
section (XS) geometry. As in the PV sample, all the 
above referred electron microscopy techniques were 
applied. 

The FIB used allowed us to get an overview of these 
samples and showed that the interface between the Mo 
and the CIGS layer seem to be very weak (see Fig. 4), 
causing the sample to break apart when using mechanical 
procedures instead of FIB to thin the specimen to 
electrotransparency. The performed observations showed 
that, despite the CGI ratio remains constant through the 
vast majority of the CIGS layer, it raises in the Mo\CIGS 
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interface. The [Ga]/([Ga]+[In]) (GGIn) ratio was also 
studied and the EDX data revealed that, despite it remains 
constant on the upper half of the CIGS layer, it raises 
from the half to the Mo\CIGS interface. A change on the 
CIGS plasmon peaks was also observed, concomitant 
with a change in the mean free path suggesting a variation
of Ga/In ratios along the structure. All these observations 
are complemented by Raman and PL spectroscopies 
performed on very same samples. 
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Fig. 1. CIGS device structure. 

Fig. 2. (a) Different grains observation from the PV sample. 
(b) SAED performed on the selected grain in (a).

Fig. 3. Cross-section view of the sample annealed at 490ºC. 
Resin and Pt are additional layers grown to protect the surface 

during the preparation of the thin lamella by FIB. 
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1. Abstract
Previous results in our research group have 

demonstrated good efficiencies of solar cells fabricated 
on conventional thick c-Si substrates using Vanadium 
Oxide (VOx) as hole selective contacts. In this work, we 
report on the adaptation of this technology on thin (≤ 40 
µm) c-Si substrates. First solar cells are finished on 40 
µm-thick substrates demonstrating the viability of the 
technology. Efficiencies are limited by high series 
resistance related to the device geometry that will be 
reviewed in future devices. In addition, detailed 
modelling of the optical properties of the device 
demonstrates important penalties in short-circuit current 
density due to the flat surface of the fabricated devices. 
Texturized PDMS films are placed on top of the solar 
cell to reduce optical losses leading to significant 
improvement in that parameter. Fabrication of 20 µm-
thick solar cells with revised technology is underway.  

2. Introduction
Crystalline silicon (c-Si) photovoltaic technology is 
always looking for more efficient and environmentally-
friendly solutions to be attractive in front of 
conventional energy sources. Among many other 
efforts, the reduction of wafer thickness is one of the 
general trends and research activities have demonstrated 
that excellent efficiencies can be obtained with devices 
well below 50 µm [1]. 

Fabricating c-Si solar cells on thin substrates 
introduces the requirement of low temperature 
processing. For this reason, most of the fabricated 
devices are based on silicon heterojunction technologies 
[2-4]. That technology needs toxic and/or flammable 
dopant gas precursors to define the selective contacts on 
the absorber. As an alternative, Transition Metal Oxides 
have demonstrated excellent properties as hole transport 
layers keeping a low temperature approach [5]. 

In this work, we report on c-Si solar cells fabricated 
on thin (≤ 40 µm) substrates with hole selective contacts 
based on thermally evaporated Vanadium Oxide (VOx). 
The work is adapting a similar technology developed by 
our research group on conventional thick substrates 
where laser processed phosphorus silicon carbide 
(SiCx(n)) films were used as electron selective contacts 
[6]. Up to now, we have finished 40 µm-thick devices 
whose results are included in this abstract. However, we 
are currently fabricating 20 µm-thick devices and the 
obtained results will be presented at the conference. 

3. Experimental and Results
Solar cells are fabricated using a N-type 1-5 Ωcm 40±4 
µm-thick substrates. In figure 1.(a) we show a cross-
section of the fabricated devices following the 
technology reported in [6]. Apart from the substrate 
thickness, the main difference to devices reported in [6] 
is that substrate is glued onto 700 µm-thick Schott 
Borofloat 33 glass using transparent epoxy EPO-TEK 
302-3M and permitting the patterning of the rear surface
in an Interdigitated Back Contacted (IBC) structure. We
define 1x1 cm2 solar cells with two different distances
between fingers or pitch (p) of 550 and 850 µm.

Solar cells were measured under standard 
illuminated conditions (AM1.5g, 100 mW/cm2, 25 ºC) 
leading to curves shown in figure 1.(b). Photovoltaic 
figures are also shown in the inset table where 
efficiencies of 10.5 % and 10.4 % are obtained for the 
samples with 550 and 850 µm pitch respectively. Short-
circuit current density (Jsc) and open-circuit voltage 
(Voc) values are comparable for both devices suggesting 
that recombination and optical properties are very 
similar for both devices, while the low FF values are the 
responsible for limiting efficiency. In order to evaluate 
the effect of the series resistance, suns-Voc 
measurements are carried out and the pseudoJ-V curves 
are calculated and plotted in figure 1.(b) for direct 
comparison. In addition, pseudo Fill Factor (pFF) 
values are also obtained leading to values beyond 80.0 
% demonstrating the good quality of the VOx/c-Si 
heterojunction. By comparing FF and pFF a value for 
the series resistance can be calculated [7] leading to 4.7 
Ωcm2 and 5.8 Ωcm2 for samples with short and long 
pitch. This result indicates that the geometry of the cell 
plays a significant role in the high resistance values of 
the fabricated devices and will be revised in future runs. 

Finally, in Figure 2 we show EQE curve for sample 
with longer pitch. Using optical raytracing simulator, 
we are able to reproduce the absorptance of silicon 
substrate. By doing so, the expected EQE with perfect 
carrier collection, i.e. no electrical losses, is also plotted 
in Figure 2. This curve is very close to the experimental 
one indicating that non-absorbed photons are 
responsible for the main Jsc losses. In order to minimize 
them, we introduce a texturized PDMS film that 
improves optical properties of the cells, as reported in 
[8]. By doing so, Jsc is improved to 28.4 mA/cm2 for 
both samples leading to 11.1 %and 10.7 % of efficiency 
for short and long pitches.  
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Fig.1. (a) Cross-section of the fabricated devices. (b) 
Illuminated J-V curves under standard conditions and 

pseudoJ-V curves obtained from suns-Voc measurements. 

Fig.2. External Quantum Efficiency of the cell with p= 850 
µm together with simulation without electrical losses).  
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1. Introduction

The evolution of semiconductor materials plays an 
important role in improving current technologies. GaAs 
is one of the most used materials in the field. Improving 
the properties of GaAs would have a great impact in 
developing better optoelectronic devices and 
photovoltaic cells [1]. In this work, we study the 
supersaturation of GaAs with Ti, aiming to introduce 
deep levels within the bandgap, which would allow 
photon absorption below the bandgap energy. For this 
purpose, a Ti concentration well above the solid 
solubility limit is required. We obtained a supersaturated 
GaAs:Ti by ion implantation followed by pulsed laser 
melting with a very good recovery of the crystalline 
quality[2,3].  

2. Experimental

Undoped semi-insulator GaAs (SI-GaAs) grown in the 
<100> direction, single-side polished, 350 m thick with
a resistivity of 5.5x108 Ω cm at room temperature and a
mobility of 5000 cm2/Vs was implanted in a VARIAN
CF3000 ion implanter by the polished surface with a 48Ti+

dose of 2x1015 cm-2 at an energy of 32 keV. The
implantation was performed using a 7° tilt angle, to
prevent channelling.

The implanted samples were irradiated with an ArF 
excimer laser in air (λ = 193 nm, 20 ns full width half 
maximum). The beam size of the laser projected onto the 
sample surface had a dimension of 1x1 mm

2
 to lead to an

energy density in the 0.30-0.65 J/cm2 range. 
The measurement of Ti concentration after ion 
implantation was obtained using time of flight secondary 
ion mass spectroscopy (ToF-SIMS) performed with an 
Ion-TOF model. The area of interest chosen for the SIMS 
process was within the pulses irradiated by the PLM. The 
sputtering beam was a 300 m x 300 m spot size.  

Raman scattering spectra were analysed using an 
Olympus BXFM microscope equipped with coupled 
charge detector model AndoriDus DU-420 peltier cooled. 
The scattered light was recorded at room temperature in 
an unpolarized backscattering configuration using a laser 
of wavelength (532nm), with an optical power of 22mW. 
The spatial resolution was set to 0.9nm. To analyze the 

crystal quality of the implanted samples, cross -section 
Transmission Electron Microscopy (XTEM) was used. 
Lamellas of samples were fabricated using Focused Ion 
Beam Scanning Electron Microscopy (FIB-SEM), with a 
Helios Nanolab 650 system. Structural properties were 
then analysed by obtaining TEM images in a JEOL JEM 
3000F microscope operating at 300kV.  

3. Results and discussion

The structural results of the GaAs:Ti samples are shown 
in figure 1, 2 and 3. Figure 1 confirms the presence of Ti 
within the lattice of GaAs. ToF-SIMS shows a different 
concentration of Ti with respect to depth, with the 
variation of the PLM energy fluence used. With the 
lowest PLM energy density, the Ti is being pushed more 
to the surface of the sample and accumulates near the 
surface. For higher energies, the Ti profile goes deeper in 
the sample. Which could be related to the Ti diffusion 
over the whole liquid phase during PLM. Furthermore, 
it's worth mentioning that there were no Ti losses during 
the PLM process. Figure 2 shows a Raman spectrum of 
the samples along with the as-implanted sample. It 
confirms the amorphization of the sample after ion 
implantation and the recovery of the crystalline structure 
after applying PLM. Figure 3 shows a cross-section view 
of four of the samples using TEM technique. A bubble-
like behaviour at lower PLM energy can be observed. A 
better recrystallization of the films is found as the PLM 
energy density is increased. Furthermore, no extended 
defects were observed, such as (cellular breakdown, 
stacking faults, etc) 
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Figure 1. ToF-SIMS of GaAs:Ti for the as-implanted and 

samples subjected to PLM at different energies.

 

Figure 2. Raman spectra of GaAs reference along with the as-

implanted, PLM processed and implanted + PLM. 

Figure 3. TEM images of GaAs:Ti. A) as-implanted sample. 

B) GaAs:Ti using 0.4 J/cm2 PLM energy. C) GaAs:Ti

annealed using 0.5 J/cm2 PLM energy. D) GaAs:Ti annealed 

using 0.65 J/cm2 PLM energy.
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1. Abstract

Nanoporous Anodic Alumina Photonic Structures 
(NAA-PS) are obtained by electrochemical anodization 
of aluminum in the appropriate conditions and by 
means of continuously varying anodization current. 
NAA-PS presents excellent optical properties to enable 
their application in several fields such as chemical and 
optical biosensing, drug delivery, photocatalysis, 
optical encoding and others. Motivated for this 
excellent properties in this work, we present the recent 
advances of different photonic structures with different 
anodization approaches (sinusoidal and Gaussian) 
based on multiple periodic structures in overlapped and 
stacked configuration. Our work provides new existing 
opportunities to integrate these unique PC structures 
into photonic sensors and other platform materials for 
light-based technologies. 

2. Introduction

Photonic Structures (PSs) are optical materials with 
allowed and forbidden photonic bands that modify the 
movement of photons when these travel across the 
structure. These light–matter interactions can be tuned 
with accuracy by engineering the PC’s structure, which 
features regularly distributed regions of high and low 
refractive index in one, two, or three spatial dimensions 
[1-2]. PSs can be produced with different architectures 
and materials to get versatile light control across the 
extensive range of spectral regions for specific 
applications, including photonic encoding, chemical 
sensing and biosensing and photocatalysis [3,6]. Since 
the pioneering works nanoporous anodic alumina 
(NAA) has long been observed as an ideal base 
material for developing nanoporous PSs due to its 
cylindrical nanopores with well-defined and highly 
controllable geometric properties. NAA is formed by 
electrochemical oxidation of aluminum, a cost-
effective and fully scalable process compatible with 
conventional micro- and nanofabrication. [7-8] 

3. Methods and Results

Materials 
High purity Aluminium foils (thickness 0.5 mm and 
purity 99.99%), Ethanol (C2H5OH), perchloric acid 
(HClO4), oxalic acid (H2C2O4), hydrochloric acid 
(HCl), copper chloride (CuCl2) were purchased from 
Sigma-Aldrich. Double deionized water (DI) (18.6 
MΩ) was used for all the solutions unless other 
specified.  

Fabrication and results 

First Al substrates were degreased in acetone, cleaned 
with ethanol and DI water and finally dried under a 
stream of air. Before the anodization, Al substrates 
were electropolished in a mixture of ethanol and 
perchloric acid 4:1 at 20 V and 5ºC for 5 min. During 
the electropolishing step the stirring direction was 
alternated every 60 s. After the electropolishing the 
samples were cleaned with ethanol and DI water and 
dried under a stream of air [7].  Then, the anodization 
was carried out in H2C2O4 0.3 M at 5ºC applying a 
periodic gaussian [9] and sinusoidal [10] current 
profile with several design parameters like offset 
current (I0), current amplitude (I1), Period (T) and 
number of periods (N). Multiple periodic currents are 
applied sequentially instead of simultaneously. In this 
work, we present different photonic structures in 
different configurations (overlapped and stacked) on 
the same structure. This permits to use a higher current 
contrast and using electrolytes with different 
composition. We also present different anodization 
approaches. Figure 1a shows the sinusoidal current 
profile of PS-NAA in stack configuration. Figure 1b 
shows the sum of sinusoidal waves of PS- NAA 
(overlapped configuration) and figure 1c shows the 
periodic gaussian current profile of PS-NAA. Figure 2a 
shows the reflection spectrum of PS-NAA in stack 
configuration. Figure 2b shows the reflection spectrum 
of PS-NAA in overlapped configuration and Figure 2c 
shows the refection spectrum of a single PS-NAA 
fabricated with gaussian pulse anodization. 
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4. Conclusions

Photonic structures based on nanoporous anodic 
alumina present excellent optical properties through the 
whole spectral regions, from UV to IR. In this work, 
we presented new anodization approaches to produce 
new photonic structures. The findings provide new 
exciting opportunities to integrate these unique PC 
structures into photonic sensors and other platform 
materials for light-based technologies. 
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Figure 1. Anodization Current profiles of PS-NAA. 
(a) sinusoidal profile in stack configuration. (b)
sinusoidal profile in overlapped configuration. (c)
single Gaussian current profile.

Figure 2. Reflection spectra of PS-NAA. (a) stack 
configuration. (b) overlapped configuration and (c) 
gaussian   anodization. 
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1. Introduction
Optoelectronic devices featuring a transparent 
conductive oxide in its structure such as photovoltaic 
solar cells may benefit from an improved electrical 
conduction of the oxide film. Unfortunately, a 
meaningful reduction in the film’ electrical resistivity is 
generally accompanied by a decrease in the film’ optical 
transparency. The combination of highly transparent 
and highly conductive 2D materials such as graphene 
with transparent conductive oxides in a hybrid structure 
could be an interesting approach to circumvent this 
limitation [1]. 
In this work, we explore the benefits of combining 
multiple sheets of CVD deposited graphene with ITO to 
be used as the transparent conductive electrode (TCE) in 
silicon heterojunction solar cells. Graphene sheets have 
the potential to further decrease the TCE sheet 
resistance below the ITO value, but it also reduces the 
optical transparency with each additional graphene sheet 
added. To evaluate the combined effect, we fabricated 
several heterojunction solar cells (see Fig. 1) with 
between one and three graphene sheets transferred and 
measured their performance. 

2. Experimental
Silicon heterojunction solar cells were fabricated using 
double side polished CZ n-Si wafers following a 
standard process. The back contact consisted of a fully 
metallized area. On the front side, an 80 nm ITO film 
was sputtered from an In2O3:SnO2 (90/10 wt.%) target 
using a DC sputtering system. Following ITO 
deposition, one, two or three CVD-grown monolayer 
graphene sheets were transferred onto the ITO surface. 
Lastly, the devices were completed with the deposition 
of a Ti+Ag metal grid on top of the TCE. 
The characterization of the solar cells was carried out by 
means of its current-voltage characteristics measured 
under calibrated illumination and through quantum 
efficiency and Suns-Voc measurements. Additionally, 
the improvements in the surface conductivity were 

assessed through Laser Beam Induced Current (LBIC) 
measurements and through reflection-mode terahertz 
time-domain spectroscopy (THz-TDS), a novel 
technique which allows us to obtain surface mappings 
that resembles the electrical conductance.    

3. Results
Fig. 2 and Fig. 3 show the measured IV characteristics 
and internal quantum efficiency of the fabricated solar 
cells and Table 1 displays the main solar cell parameters 
extracted. As can be seen, the cells’ excellent Voc is not 
affected by the addition of the graphene monolayers but 
the FF and Isc values evolve as expected: with each 
additional layer Isc loses around 5 mA while FF 
improves short of 1%. The losses in Isc are perfectly 
illustrated by the internal quantum efficiency as shown 
in Fig. 3. On the other hand, the improvements in FF 
can be associated with an improved series resistance 
thanks to an enhanced TCE sheet resistance as 
concluded from LBIC and THz-TDS measurements (see 
Fig. 4 and Fig 5). These confronted effects affect the 
device efficiency oppositely and thus, while the addition 
of one monolayer of graphene showed a net 
improvement in efficiency [2], in the case of two and 
three sheets the loss in Isc outmatches the gain in FF, 
preventing further efficiency improvements. 
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Fig. 1: Sketch of the solar cells investigated in this study. The 
top contact consists in 80 nm ITO with either one, two or 
three graphene monolayers. 

Fig. 2: Current-Voltage characteristics under illumination of 
the cells under study. 

Fig. 3: Internal quantum efficiency of the cells under study. 

Fig. 4: LBIC maps of the cells with 1 GML (Top) and 3 
GML (bottom). 

Fig. 5: THZ-TDS plots of the cells with 1 GML (Top) and 3 
GML (bottom) 

Table 1: Main solar cell parameters extracted from the current-
voltage characteristics of the solar cells under illumination. The 
acronym GML stands for graphene monolayer. 

Id 
Isc 

(mA) 

Voc 

(mV) 

FF 

(%) 

Eff 

(%) 

1 GML 106.89 707 72.6 15.67 

2 GML 101.81 707 73.5 15.11 

3 GML 96.36 707 74.6 14.52 
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1. Abstract
The roadmap for the development of silicon solar cells 

requires the introduction of passivating contacts to 

obtain higher efficiencies as well as to reduce the cost of 

production to be industrially implemented. In this 

context, Laser Fired Contacts (LFC) on p-type silicon 

wafers have been shown to be an effective technique to 

improve efficiencies [1], due to their ability to reduce 

recombination losses on the back surface of crystalline 

silicon solar cells. These studies have mainly been 

focused on high quality monocrystalline silicon wafers 

and there are not enough developments made with 

multicrystalline silicon (mc-Si) wafers. Therefore, in 

this work, we present the optimization of the LFC 

process on p-type mc-Si and its application in two types 

of silicon devices: diffusion and heterojunction solar 

cells. These rear contacts have led to improved 

efficiencies for both types of solar cells over similar 

devices with thermalized aluminum rear contacts and 

without back passivation. These results illustrate the 

enormous potential of these localized laser-contacts 

created for mc-Si solar cells, perfectly compatible with 

a lower cost industrial production. 

2. Introduction
Solar photovoltaic energy is still dominated by 

monocrystalline and multi-crystalline silicon due to its 

good efficiencies, stability, and the market confidence. 

For silicon technology, one of the major technological 

challenges is to reduce the high cost of production of the 

cells, while maintaining high efficiencies. Some 

strategies could be the reduction of the wafer thickness 

and the use of low-quality silicon wafers, as mc-Si, 

instead of high-quality monocrystalline silicon wafers. 

Due to the high carrier recombination in mc-Si 

associated to a high concentration of contaminants and 

defects, LFC is particularly interesting. This is because 

part of the carrier lifetime degradation in mc-Si 

absorbents is caused by the high processing 

temperatures during the annealing of conventional metal 

contacts and antireflective coatings. Furthermore, to 

include a passivation back layer between the rear 

surface aluminum electrode layer and the mc-Si wafer 

could improve the performance of the devices 

considerably.  

3. Methods and characterization
The studies described in this work with p type mc-Si 

wafers include: i) the optimization of amorphous silicon 

rear passivation layer, grown by plasma-enhanced 

chemical vapor deposition; ii) The optimization of laser-

parameters, based on the applied power in the range 0.1-

0.4W (laser fluence-range: 1.41-5.76 J/cm
2
) and the 

fraction of contacted area (Fc ≈ 0.2-5%) and iii) the 

application of these LFC in diffusion solar cells (Diff.) 

and in silicon heterojunction solar cells (SHJ).  

The LFCs were characterized electrically, estimating 

their specific contact resistance according to [2], and 

morphologically through images taken using a confocal 

microscope. The superficial recombination of passivated 

mc-Si wafers after was evaluated by minority carriers

effective lifetimes and implied-Voc values. Finally,

silicon solar cells were characterized by current density-

voltage (JV) characteristics under illumination

calibrated and by Internal Quantum Efficiency (IQE).

4. Results
LFC laser conditions were optimized for mc-Si wafers 

obtaining a specific contact resistance rc<0.2 mΩ·cm
2
.

LFCs under different pulse energies and pitches were 

tested in diffusion silicon solar cell. The efficiencies 

obtained were ranged between 12.8% and 14.9% 

depending on the LFC conditions. Regarding the SHJ 

solar cells with LFC, the maximum efficiency obtained 

was 11.2%. A priori, we would expect better 

efficiencies in SHJ cells than in diffusion ones. 

According to IQE, it is necessary a better adjustment of 

the frontal emitters on mc-Si for SHJ. Furthermore, the 

mc-Si wafers used for the difussion solar cells had the

bulk previously passivated thus providing a quality

improvement over the wafers used for the SHJ solar

cells. For both types of cells, efficiencies were superior

to similar solar cells with Al-thermalized rear contacts

(Eff ≈ 8.3 %). In view of this result, LFC could be

considered as a promising technique to improve the

performance of mc-Si solar cells.
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ID 

Laser 

Fluence Pitch FC Jsc Voc FF Eff 

(J/cm2) (µm) (%) (mA/cm2) (mV) (%) 

BGJ 2.93 200 0,4 32,4 597 0,76 14,8 

BGN 4.29 200 1,1 32,8 588 0,70 13,5 

BGO 5.76 200 1,5 33,1 600 0,75 14,9 

BGM 2.93 300 0,2 32,2 590 0,67 12,8 

BGK 4.29 300 0,5 32,3 592 0,71 13,6 

BGL 5.76 300 0,7 32,7 597 0,74 14,3 

PV2 - - 32,5 527 0,54 8,3 

Table 1. Cell-performance parameters of diffusion silicon 

solar cells made with mc-Si as a function of laser conditions: 

Laser Fluence and distance between contacts (pitch). The 

grey-shaded row corresponds to the diffusion solar cell with 

Al-thermalized back contact.  

ID 

Laser 

Fluence Pitch FC Jsc Voc FF Eff 

(J/cm2) (µm) (%) (mA/cm2) (mV) (%) 

BID 2.93 200 0,7 25,9 576 0,51 7,6 

BIC 4.29 200 1,2 31,7 580 0,64 11,8 

BIE 2.93 300 0,3 26,1 567 0,64 9,4 

BII 5.76 300 0,7 28,9 533 0,62 9,9 

BIN  - - - 26,4 540 0,58 8,3 

Table 2. Cell-performance parameters of SHJ solar cells with 

p-type mc-Si absorbents as a function of laser conditions:

Laser Fluence and distance between contacts (pitch). The

grey-shaded row corresponds to the SHJ with Al-thermalized

back contact.

 

Fig.  1. Micrograph and depth-profiles of LFC obtained 

using a confocal microscope. These images were employed 

to analyse the morphology of the laser-contacts and to 

estimate the diameter of the craters to calculate the fraction 

of contacted area and then the specific contact resistance. 

The used laser system was a diode-pump solid-state laser 

(Explorer ONE laser source from Spectra Physics) emitting 

at 532 nm with a pulse duration of 15 ns. In particular, the 

image of this crater in Fig. 1 corresponds to a laser fluence 

of 5.76 J/cm2 (BGL-cell) (contact diameter ~ 26 µm and 

crater depth >3 µm). 

Fig. 2. A) JV characteristics and B) normalized-IQE 

curves, of diffusion (Diff.) and silicon heterojunction 

(SHJ) solar cells with mc-Si wafers, both structures 

with LFC (BGO & BIC) and with Al-thermalized 

back contacts (PV2C & BIN). 
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1. Abstract
Bulk-heterojunction organic solar cells (BHJ-OSCs) are 
in the spotlight of the photovoltaics field because they are 
close to reaching the efficiency milestone of 20%. In this 
work, we present the evolution of the efficiency of our 
BHJ-OSCs and the challenges we have overcome to 
achieve high-efficiency devices. Moreover, we show our 
recent advances in BHJ-OSCs in comparison to that on 
the state-of-the-art. 

2. Introduction
Bulk-heterojunction organic solar cells (BHJ-OSCs) are 
considered a promising photovoltaic technology because 
of their manufacturing low -cost, lightweight, and the 
possibility to fabricate large effective-area and flexible 
devices. Since BHJ-OSC was first reported [1], research 
on these devices focused on the role of the 
interpenetrating network of separate phases between 
donor and acceptor materials. The development of 
several donor polymers (such as P3HT, PCPDTBT and 
the PTB-family), and fullerene-based acceptors (e.g., 
PC60BM, PC70BM and ICBA) allowed obtaining BHJ-
OSCs with power conversion efficiencies (PCE) between 
3.5% and 10% [2-4]. However, the PCE of the devices 
was limited to 10% mainly to the weak light absorption 
in the visible region absorption, and the low stability of 
the fullerene acceptors. To overcome those problems, 
small-new molecule acceptors, so-called non-fullerene 
acceptors (NFAs), were developed. The BHJ-OSCs 
based on new NFAs (such as ITIC, IDIC and Y families) 
blended with novel donor polymers (mainly PBDB-T 
family) have reached PCE from 11% to the highest 
reported 18.2% [5-7]. Herein, we presented the 
fabrication and characterization of several BHJ-OSCs 
based on polymer:fullerene, and polymer:NFA. 
Moreover, we demonstrated the important role of the 
electron transporting layer (ETL) and hole transporting 
layers (HTL) for charge extraction. 

3. Experimental and Results
The BHJ-OSCs with different donor and acceptor 
materials were fabricated with the conventional and 

inverted structures: ITO/HTL/active layer/ETL/ cathode 
and ITO/ETL/active layer/HTL/anode, respectively. The 
materials used as HTL were PEDOT:PSS, molybdenum 
oxide, and vanadium oxide, whereas PFN, PDINO, 
titanium oxide, and zinc oxide were used as ETLs. The 
fabricated devices were characterized by current density 
vs. voltage measurements under AM 1.5 simulated 
illumination and dark using a solar simulator, external 
quantum efficiency measurements, and by impedance 
spectroscopy measurements under AM 1.5 illumination 
with a frequency sweep. 

Fig. 1 shows conventional and inverted structures used to 
fabricating BHJ-OSCs based on different donor/acceptor 
systems. Fig. 2 shows the efficiency progress of our BHJ-
OSCs over the last 10 years. The efficiency increases as 
we replaced the polymer donor material (e. g. P3HT, 
PTB1, PTB7, PTB7-Th) in the polymer:PC70BM system 
[8-12] and the ETL and HTL interlayers. Recently, we 
achieved efficiency over 14% and 17% of efficiency by 
using last-generation polymer donor (PBDBT-2F) and 
non-fullerene acceptors (BTP-4F and BTP-4Cl). It is 
important to highlight the optimization and 
characterization work carried out to achieve those 
efficiencies over the years [13-20]. The efficiency 
timeline of BHJ-OSCs in literature is also depicted in Fig. 
2. 
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1. Introduction
Si hyperdoped with deep levels impurities is being 
actively studied as a potential CMOS compatible 
infrared photodetector due to its promising 
optoelectronic properties.1 Unfortunately, competitive 
commercial devices have not yet been obtained, mainly 
due to its low sub-bandgap EQE. To overcome this 
disadvantage, a deeper understanding of the 
optoelectronic mechanisms is mandatory. In this work 
we present a structural and optoelectronic analysis, and 
we discuss the origin of the optoelectronic mechanisms 
observed in Ti hyperdoped Si / p-Si junction 
photodiodes. 

2. Experimental
Square-shaped samples 1×1 cm2 in size of p-type (111) 
Si with a thickness of 300 µm (ρ~150-300 Ωcm at room 
temperature) were 48Ti+ implanted at 7º in a Varian 
CF3000 model refurbished by IBS at 32 keV with 
2×1015 cm-2 dose and subsequently pulsed laser melted 
processed in air with an a KrF excimer laser (248 nm, 
20 ns pulse). See Fig. 1 a) for a schematic of the 
manufacturing route. ToF-SIMS measurements were 
carried out in a ToF-SIMS V model, with a 25 keV 
pulsed Bi3+ beam at 45° incidence. A 10.5 kV voltage 
was used to extract the secondary ions and their time of 
flight from the sample to the detector was measured 
with a reflection mass spectrometer. TEM images were 
taken with a Jeol JEM 3000F microscope operated at an 
accelerating voltage of 300 kV. Atomic number contrast 
images were recorded in the high-angle annular dark-
field scanning transmission electron microscopy 
(HAADF-STEM) mode. Energy-dispersive X-ray 
spectroscopy (EDX) measurements were done with an 
OXFORD INCA system attached to the JEM 3000F 
microscope. Photodiodes were manufactured by 
depositing a comb-shaped metallic electrode on top of 
the hyperdoped layer and a full metallization on the p-Si 
back side. Back-side ohmic contact is ensured thanks to 
a p++ layer obtained by 11B+ ion implantation and
subsequent rapid thermal annealing. Temperature-
dependent measurements were carried by placing the 
manufactured photodiodes inside a He closed-cycle 
Janis cryostat with a ZnSe window. Dark current-
voltage measurements were performed with a Keithley 

SCS-4200 instrument. For spectral EQE measurements, 
the samples were illuminated using a TMc300 Bentham 
monochromator with a Globar (SiC) bar as infrared 
source. Measurements were carried out with a SR830 
digital signal processing lock-in amplifier. 

3. Results and discussion
Fig. 2 a) presents the Ti depth profile. A Ti 
concentration far above the solid solubility limit in Si 
(4×1014 cm-3) has been obtained in the Ti hyperdoped-Si 
layer. Fig. 2 b) shows a representative HAADF STEM 
micrograph obtained in the Si [001] axis. A brighter 
layer is observed at a depth in agreement with the 
largest Ti concentration peak observed in the ToF-SIMS 
depth profile. TEM image shown in Fig. 2 c) 
demonstrates that the entire Ti hyperdoped-Si layer is 
monocrystalline, without the presence of any extended 
defects. Fig. 2 d) presents the EDXS map of the 
elements for the indicated region (red correspond to Si, 
blue to Ti). EDXS detection limit is around 1 atomic % 
concentration. According to the compositional map, 
there is a laterally uniform Ti distribution of 7 nm depth 
(Ti concentration higher than 1 atomic %) within the 
recrystallized Si layer. Fig. 3 presents the temperature 
dependent I-V measurements. Data were satisfactorily 
fitted to the double diode model. From the fittings we 
concluded that the main transport mechanism is due to 
recombination processes in the depletion region, while a 
tunneling process is identified at low temperatures and 
low bias. Fig. 4 shows the temperature dependent 
spectral EQE. The photoresponse extends in the sub-
bandgap region down to 0.4 eV photon energy for the 
lower temperature. An abrupt increase of the sub-
bandgap photoresponse appears as the temperature 
decreases. By means of numerical semiconductor device 
simulations, we satisfactorily correlated the dark 
transport mechanisms to the temperature behaviour of 
the spectral EQE. We identified the tunneling current as 
the responsible for the abrupt increase of the EQE. This 
work paves the route for new device optimization 
strategies. 
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Fig.1. a) Schematic of the fabrication route for the Ti hyperdoped-Si material. Ion implantation introduces the required high 
concentration of Ti. Pulsed Laser Melting is used to melt the implanted layer. A rapid solidification process takes place, recovering 
the single-crystalline structure while maintaining a hyperdoped Si:Ti layer. b) Top and cross section schematic views of the 
photodiode geometry (dimensions not at scale). 

Fig.2. a) ToF-SIMS measurements showing the Ti concentration depth profile. 1 % atomic concentration and theoretical 
concentration to obtain an impurity band are marked as references. b) Atomic number contrast image recorded in HAADF-STEM 
mode. Brighter contrast observed near the surface corresponds to elements with a higher atomic number (Ti) with respect to the 
darker contrast obtained in the substrate (Si). c) High-resolution TEM image confirms the monocrystalline structure of the Ti 
hyperdoped-Si layer. d) Qualitative chemical map obtained from EDXS measurements indicating Si (red) and Ti (blue) presence.

Fig.3. Temperature-dependent IV curve (open symbols) 
together with fit curves to the double diode model.

Fig.4. Sub-bandgap temperature-dependent spectral EQE. It is 
noteworthy the abrupt increase of the photoresponse for 

temperature below 240 K.
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1. Abstract
Photonic crystals (PC) have been on the scope of 
nanophotonics since their first reference in 1987 [1]. 
Since this pioneering work, most of the configurations of 
PC studied and reported have been based on slabs with a 
regular pattern of holes in them, due to the simplicity of 
their fabrication. In this work, however, we present a new 
configuration of 2D PC slabs using pillars instead [2]. 
The main goal of our project is to use these PC as a 
biological sensor of lateral mechanical stresses in tissues. 
The simulations presented here consider PCs in aqueous 
environment and the introduction of line and point 
defects in them. Results of advanced nanofabrication are 
shown as well in this work.  

2. PC and waveguide band diagrams
The periodic distribution of dielectric materials in PCs 
create bands that determine those light frequencies 
allowed and banned to be transmitted through the PC 
depending on the crystallographic direction. Photonic 
band gaps (PBG) are opened when a range of frequencies 
is banned for all crystallographic directions [3]. In our 
work we consider a PC with triangular symmetry with a 
pitch of 500nm and 100nm-radii pillars. The resulting 
band diagram is shown in Fig.1. The PBG is opened 
between the 1.31µm and 1.89µm. This frequency range 
matches the 2nd water transmission window, making the 
structure suitable for biological purposes.  
In Fig.2. the result of the projected band diagram is 
shown corresponding to a waveguide (WG) created 
removing one line of pillars in the 2D simulations. These 
results are in agreement of the results obtained using 
simulations of the transmission and reflection spectra 
(Fig.3.) and with literature [4]. These results will be 
compared with the experimental measurements of the 
transmission and reflection spectra.  

3. Nanofabrication
High aspect ratio silicon pillars have been fabricated on 
silicon-on-insulator (SOI) substrates thanks to the use of 
advanced nanofabrication technologies. 
The fabrication consists of several steps, including 
advanced electron beam lithography (EBL) and 
anisotropic dry etching process using reactive ion etching 
(RIE). The EBL process consists of AR-P6200.09 
photoresist spinning, followed by thermal aluminium 
deposition. E-beam exposure is carried out using a 
100kV electron beam writer JEOL JBX-9500FSZ. The 
aluminium layer and the exposed resist are removed 
using TMAH and AR 600-546 remover, respectively. 
After that, a 20 nm-thick e-beam deposited aluminium 
layer is used for the final lift-off step for the pattern 
transfer. Remover 1165 is used for dissolving the 
remaining photoresist and removing the aluminium on 
top of it, leaving only the aluminium directly deposited 
on the sample’s surface. The RIE step uses a combination 
of SF6:C4F8 chemistries resulting on an anisotropic etch 
of the uncoated silicon. Results of this nanofabrication 
process can be observed in Fig.4., where a PC with a 
linear defect (WG) and a point defect (cavity). 
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Fig.1. Band diagram of a 2D PC with 500nm pitch and 
100nm radii for a light TM polarization. 

Fig.2. Projected band diagram of a 2D PC with a row 
of pillars missing. It can be observed when one mode is 

inserted within the PBG (blue discontinuous line). 

Fig.3. Transmission and reflection spectra of a 2D PC 
with a missing row of pillars. Both the effects of the 

PBG and the WG can be observed in this graph and in 
accordance with the previous figures. 

Fig.4. Scanning electron microscope (SEM) image of 
one of the nanofabricated samples. A PC with 500nm 
pitch and 100nm radii pillars is shown. In addition, a 

WG and a cavity can be observed in the image. 

Photonic Band Gap 
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1. Introduction
Conventional device fabrication involves several 
physical and chemical thin film deposition techniques, 
which generally require high vacuum and high 
temperature processes. Furthermore, for device 
fabrication, these technologies require masking and 
several photolithography steps to achieve patterned 
deposition. In response to this, innovative device 
fabrication approaches have gained great attention. 
Technologies such as screen printing and inkjet printing 
(IJP) are being adapted to the deposition of functional 
materials. Functional inks can be prepared to deposit 
layers of a multitude of materials, as precursor inks or 
nanoparticle colloidal suspensions.[1] 
IJP is a very interesting technology, as it is digital in 
nature (i.e. purely additive), it allows great control of 
process parameters, and is ideal for fast prototyping 
while maintaining the potential for scalability [1]. Thus, 
research in IJP of electronic devices can leverage the 
maturity and high throughput of current industrial 
processes for mass scale and cost-effective production of 
electronic devices. Despite the great potential of IJP, up 
until now, printing techniques have generally been used 
sporadically, e.g. for contacts or the active layer only, and 
generally limited to organic materials. 
In this context, in this work we introduce the use of IJP 
for fabricating fully functional devices. We present first 
the formulation, printing,  and characterization of thin 
layers of semiconducting n and p materials, ZnO and 
NiOx, respectively. Afterwards we introduce the making 
and device characterization of a heterojunction diode 
with a final device structure of Pt/ZnO/NiOx/C. Such 
heterostructures can be implemented for UV light 
photodetection and transparent UV solar cells [2]. 

2. Experiential details
A variety of morphological measurements including FE-
SEM and profilometry demonstrate the absence of 
pinholes or cracks in our layers. Figures 1a and 1b are 
SEM images of ZnO and NiOx printed layers, 
respectively, where this fact can be observed. On the 
other hand, XPS and PL indicate excellent compositional 
and structural properties. Optical measurements show 
light transmission above 70% in the visible spectrum. 

Electrical measurements of the single metal oxide layers 
and heterojunctions have also been performed, exhibiting 
ohmic and diode-like rectifying behaviors as expected for 
each device structure fabricated.  

3. Electrical model and results
Single-layer devices show ohmic behavior, as can be 
seen in Figure 1c and 1d for ZnO and NiOx, with 
resistivities of 5 Ω·m and 10 Ω·m, respectively. In 
addition, heterojunction devices display excellent current 
rectification behavior, with a current ratio between 
forward and reverse polarizations > 102. 

(1) 

By means of a two-resistance model (formula (1)), we 
have estimated the reverse saturation current (Is = 10-15 
A), the ideality factor (n = 4.4) and the equivalent series 
resistance Rs = 4×10-4 Ω of our heterojunction. The 
parallel resistance term can be neglected, as it has been 
estimated to be Rp > 108 Ω, from the first derivative dV/dI 
around 0V. The resulting fitting of these parameters can 
be seen in Figure 1e, along with the experimental data 
obtained. 

4. Conclusion
In this work, high quality IJP ZnO and NiOx layers are
presented. A variety of morphological, structural,
electrical, and optical measurements have been
performed to determine the proper deposition parameters
and the properties of one-layer and heterojunction
devices.
Although preliminary, our results indicate the suitability
of these inkjet-printed layers for applications including
UV light photodetection, and as charge transport
materials for LEDs.
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Fig.1. a) and b) SEM images of ZnO and NiOx thin layers showing high quality layers with no cracks or pinholes for both materials. 
c) and d) I-V measurements of ZnO and NiOx. Measurement in black, linear fitting in red. Both materials appear to have ohmic

behavior. e) I-V measurements of P-N device (black line) and fit (red dotted line) according to formula (1). 
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1. Surface-Enhanced InfraRed Absorption
(SEIRA) Spectroscopy  

The study of the optical properties of materials in the mid 
IR is of great importance for identifying complex 
compounds, determining both their composition and 
structure, since the vibrations of the main functional 
groups lie in this region of the spectrum. This set of 
chemical resonances is known as the IR fingerprint of the 
material as the position of the absorption peaks identifies 
unambiguously the compound. Moreover, valuable 
information about its conformation can be extracted from 
the relative heights and areas of these peaks.  
However, the large mismatch between the wavelength of 
light (λ ∼ μm) and the size of the molecules (d ∼ nm) 
hinders the acquisition of experimental spectra due to the 
low absorption cross-section, which results in weak 
signals. In order to strengthen the interaction of the 
electromagnetic radiation with matter at the nanometer 
scale, surface plasmon polaritons (SPPs) have been 
proposed as a way of confining the electric field, 
decreasing the mode volume and therefore intensifying the 
light absorption [1-3]. This is known as surface-enhanced 
infrared absorption (SEIRA) spectroscopy. 

2. Graphene Surface Plasmon Polaritons
SPPs are electromagnetic waves confined to the surface of 
a conducting material. Graphene is an excellent platform 
for generating SPPs in the mid IR, due to their increased 
lifetime and strong confinement ratio as compared to 
metals. In addition, graphene plasmons can hybridize with 
the optically active phonons of the substrate, forming 
surface plasmon-phonon polaritons (SPPPs). Furthermore, 
the Fermi level (EF) in graphene can be adjusted through a 
gate voltage to dynamically tune the frequency of the 
SPPPs. Due to the reduced wavelength of SPPPs compared 
to that of free photons, a mechanism is needed to provide 
the momentum difference. A surface acoustic wave 
(SAW) can be used to create a virtual dynamic diffraction 
grating that ensures the momentum match [4,5]. 
Here, a transfer matrix method [6] has been used to 
simulate the interaction of ultrathin polymer layers with 

the SPPPs generated in graphene heterostructures on 
piezoelectric substrates by means of SAW resonators, 
proving their outstanding sensing capabilities in the mid 
IR. Figure 1 shows the dispersion of the SPPPs in a 
graphene/graphene/AlN/graphene/AlN heterostructure. 
The two graphene layers stacked at the top permit to reach 
large EF values that are further tuned using the bottom 
graphene layer as a gate. In this way, the proposed 
heterostructure allows to easily cover the whole spectral 
region containing the vibrational resonances of most 
polymers. In particular, Figure 2 shows the sensing 
performance of this heterostructure when covered with a 2 
nm-thick layer of two different polymers, 4,4′-bis(N-
carbazolyl)-1,1′-biphenyl (CBP) and polyimide (PI). 
Besides a frequency shift and a drop in intensity, a Fano-
type interference dip appears in the peaks corresponding to 
the SPPP when tuned at the frequency of the molecular 
vibrations of the respective polymers., allowing us to 
fingerprint them. 
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Fig.1. Dispersion of the surface plasmon-phonon polaritons (SPPPi) in a graphene/graphene/AlN/graphene/AlN heterostructure. The 
SPPP1 mode has two branches, optical (O) and acoustic (A). The black dashed lines indicate the reststrahlen band of AlN, whereas the 
red and yellow dashed lines correspond to the vibrational resonances of PI and CBP, respectively, shown in Figure 2. 

Fig.2. Extinction spectra of a graphene/graphene/AlN/graphene/AlN heterostructure covered by a 2 nm-thick layer of (a) PI and (b) 
CBP. The SAW wavelengths are 314 and 250 nm, respectively. The black curves show the absorption of the bare polymer (AlN is 
transparent in this range), while the coloured curves refer to the signal of the SPPP3-polymer coupled system for different Fermi levels 
EF of the top graphene sheets (EF(2) = EF(3)), whereas EF(1) = 0.4 eV for the bottom graphene sheet in all cases. The dashed vertical lines 
correspond to the frequencies of the vibrational resonances of the polymers, which coincide with the absorption peaks of the bare 
polymer and the Fano-type dips in the signal of the SPPP3-polymer coupled system.   
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Abstract 
Nowadays, Si solar cells have reached a World 
record efficiency of 26.3 % which corresponds 
to a 91% of its theoretical limit [1], while 
GaAs monojunction solar cells has also 
saturated the efficiency improvement in the 
last decade [2]. On the other hand, 
multijunction solar cells have to deal with the 
current matching limitation, which implies that 
the subcell with the lowest photocurrent 
determines the current of the complete device. 
Consequently, although the research on the 
improvement of the device architecture is a hot 
topic, in this work we focus on the use of 
oxides doped with rare earths to tune the 
resultant spectrum that the solar cell is going 
to transform into photocurrent. Mainly, the 
proposal is based on the mechanisms of 
photon recycling that present this material 
system. They can be up-conversion (UC) that 
consists of the addition of two low infrared 
photons (IR) to emit a visible energy photon 
(Vis), or down-conversion (DC) when a 
photon of high energy (UV) is split into two 
lower energy (Vis). In both cases, the idea is to 
recycle the photons with energy lower than the 
bandgap of the solar cell that are not absorbed, 
and those of high energy that generates 
thermalization losses. 
The initial oxide under study is 𝐿𝑎3𝑁𝑏𝑂7 
doped with Er layer whose preliminary optical 

luminescence measurements are gathered in 
Figure 1 and 2 for two different excitation 
wavelengths, 488 nm and 980 nm that 
correspond to down-conversion and up-
conversion mechanisms, respectively, for 
different Er concentrations. 
With that data, we propose, on a first stage, to 
study the improvement of conventional GaAs 
and GaInP2 monojunction solar cells. Their 
spectral response, SR; are gathered in Figure 
1. The GaInP data belongs to the double
junction (GaInP/GaAs) solar cell word record
[3]. In a second stage, the calculus will be
extended to other III-V materials to determine
the optimum relation between bandgap energy
of the solar cell and photon emission energy of
the oxides doped with rare earths. In a third
stage, the modelling of multijunction solar
cells will be carried out.
For the initial theoretical approximation, the
generated photocurrent of the device, I, is
calculated by integrating the spectral response
of the device, SR(), with a “modified” solar
spectrum by Eq.1, where A is the area of the
device and E() is the incident spectrum.

The spectrum E() is tricked by increasing the 
spectral irradiance at which the oxides doped 
with rare earths reissue the photons converted 
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from the exited wavelengths according to the 
optical data of Figures 2 and 3. The efficiency 
improvement is determined assuming that the 
open circuit voltage as well as the fill factor 
are not modified.  
Three cases are going to be analyzed: i) the 
oxide is introduced at the top of the device by 
using nanoparticles (DC process), ii) The 
oxide is deposited as at the bottom of the 
device (UC process) and iii) both, bottom and 
top. Additionally the calculus will be carried 
out for AM1.5G and AM0 solar spectra.  
Preliminary calculations performed show 
promising results in the improvement of the 
efficiency of solar cells. More detail 
calculations are ongoing taking into account 
the quantitative luminescence emission level.  
Other oxides doped with rare earths are also 
on-going. 
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Fig.1. Spectral response of a GaAs and GaInP solar cell [3] 

Fig.2. Luminescence spectra of La3NbO7 doped with Er 
(x=1% x=5% x=10%) between 500 and 900 nm for excitation 
at 488nm 

Fig.3. Luminescence spectra of La3NbO7 doped with Er 
(x=1% x=5% x=10%) between 500 and 750 nm for excitation 
at 980 nm 
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Abstract 
Nowadays, bio-inspiration is driving novel sensors 
designs, beyond vision sensors. By taking advantage of 
their compatibility with standard CMOS technologies, 
the integration of giant magneto-resistance (GMR) based 
magnetic sensors within such event-driven approaches is 
proposed. With this aim, several topologies of such GMR 
sensors are designed, fabricated and characterized.     

1. Introduction
Sensor arrays are key devices when getting an image,
understood as a bi-dimensional distribution of a
magnitude, is required. Conventional readout interfaces
systematically scan every sensing element (pixel), by
following a frame-based scheme. Being flexible and
powerful, this approach usually demands many
computing resources, which is unacceptable in
applications where high speed is required. In many
instances, this frame-based scheme can be reformulated
into an event-driven paradigm, by considering bio-
inspired approaches [1]. Vision sensors, for example,
followed this path, leading to neuromorphic (or
retinomorphic) vision sensors, which try to mimic the full
human visual process, based on events. Implementation
of event-driven vision sensors on standard CMOS
technologies was demonstrated some time ago [2]. Since
then, the concept has evolved, resulting in different
interpretations of the bio-inspiration approach [3] and its
application to fields beyond vision sensors [4]. A
representative realization of event-driven vision sensors
is the selective-change driven (SCD) approach [5]. An
SCD sensor delivers, under requirement, the illumination
level and the address of the pixel with the highest change
since the last reading. Recently, preliminary simulation
results have demonstrated the potential use of the SCD
approach to resistive sensors, by exchanging the
conventional photodiode in each pixel by a resistive
sensing element, and properly re-arranging the associated
analog acquisition/conditioning circuits [6]. Taking
advantage of the compatibility of giant magneto-
resistance (GMR) based magnetic sensors with standard
CMOS technologies, elemental GMR sensors were
considered to be included in such SCD schemes [7]. In
this work, the use of advanced (single resistors, voltage
dividers and bridges) GMR sensors is proposed.

2. Sensor design
Spin-valve structures (patterned in 3×200 µm2, ~ 1 kΩ
nominal resistance) have been considered for the GMR
sensors design. The microfabrication process was carried
out at the clean-room facilities of the INES-MN, as
described in [7]. Two more lithographic steps are
required in order provide the proper performance of the
sensors (voltage dividers and full bridges), as well as
including integrated current strips for characterization
purposes. Three topologies have been assayed, as
depicted in Fig. 2: single elements, resistance dividers
and Wheatstone bridges. The CMOS design is out of the
scope of this article.

3. Preliminary results
Sensors as described above have been fabricated and
encapsulated, as shown in Fig. 3. Preliminary results
regarding the resistance response as a function of the
applied magnetic field and driven current are plotted in
Fig. 4, for the single resistor configuration. Nominal
resistance were about (1.1±0.1) kΩ.
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Fig. 1. General scheme of a SCD cell (S&H: sample&hold; 
OTA: Operational Trans-Amplifier; WTA: Winner-Take-All 

circuit; logic: digital/addressing circuit) 

Fig. 2. Sensor topologies with the associated 
photolithographic masks 

Fig. 3. Produced sensors 

Fig. 4. Results
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1. Abstract
In this work we study the self-heating effect (SHE)  in 

nanoscale Silicon on Insulator Junctionless (SOI JL) 

FinFET transistor with fin cross section in rectangular, 

trapeze and triangle form. The lattice temperature 

dependence on the channel length as well as on buried 

oxide thickness is considered. It is shown that for 

considered transistor structure the lattice temperature in 

the middle of the channel is lower than at lateral sides, 

near source and drain. Also, we have found at the same 

conditions the lattice temperature depends on shape of 

channel cross section too. 

2. Introduction
For decreasing the short channel effects SOI technology 

and multigate FinFET structure were proposed. 

However, the low heat conductivity of buried oxide 

induces SHE in the channel and decreasing the drain 

current. In this work  SHE in SOI JL FinFET with 

different geometries is analyzed. 

2. Simulation procedure, results and

discussion 
We have studied a SOI JL FinFET  with a 0.9 nm of 

equivalent thickness of HfO2 gate oxide, and the width 

of SiO2 buried oxide (BOX) is Wbox =69.4 nm. The 

thickness of the BOX  varies between 10 and 150 nm 

and the length of TiN gate between 10 and 40 nm. 

Another main values are: the thickness of the Si channel 

TSi =9 nm,  width in the base Wfinb = 22 nm and width in 

the channel top Wfint depend on the channel shape, 

which for considered trapeze cross section is 10 nm, and 

is zero for triangle cross section (Fig.1).   

The device simulations were carried out using 

Advanced Sentaurus TCAD. For device simulation, 

along with default carrier transport model, mobility de-  

gradation models such as doping dependence to account 

impurity scattering effect, high field saturation to 

account velocity saturation effect and transverse field to 

account degradation at interfaces were considered. To 

account self-heating, a thermodynamic model for carrier 

transport, SRH (temperature dependent), models were 

included. Density gradient quantization model and 

mobility degradation due to high-k materials were also 

taken into consideration. Fig. 2 shows the very good 

fitting of transfer characteristics of designed SOI JL 

FinFET with that  presented in Ref. [1]. 

Simulation results shows, SHE in the nanoscale SOI JL 

FinFET induces substantial decreasing of the drain 

current. On the lattice temperature distribution along the 

device length it is seen that at the middle of the length 

(in the channel) the temperature is lower than in lateral 

parts, near source and drain (fig 3). It is connected with 

different materials which surround middle (gate oxide) 

and lateral parts (air). Besides it, in the middle part 

along device length, in  bottom and top of the fin the 

temperature is lower than in the middle of fin in vertical 

direction. It can be explained by more fast heat transfer 

at bottom and top silicon-oxide border. However, 

temperature dependence on position which is seen in the 

vertical direction at lateral parts is connected with more 

heat transfer through back oxide (bottom part of fin) 

than through air (top part of fin). Small decreasing of 

temperature at device edges is connected with heat 

transfer through contacts. 

Fig. 4 shows that lattice temperature is increased 

linearly with increasing the gate length. It is due to 

contribution of field normal component connected with 

gate voltage to electron kinetic energy. At increasing the 

gate length the number of electrons in the channel 

covered by normal field is increased. 

Lattice temperature dependence on the buried oxide 

thickness is shown in the Fig. 5. The lattice temperature 

is linearly increased with an increase in buried oxide 

thickness. It is agreed with model suggested in ref [2]. 
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Fig.1. Simulated SOI JL FinFET with different channel cross 

section shape: a-rectangular, b-trapeze, c-triangle.

Fig.2. Id-Vg dependence for simulated and experimental 

device  
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Fig.4. Lattice temperature dependence on the gate length for 

transistor with different cross section. Tbox=145 nm 
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1. Abstract
A study about the use of memristors with discrete 
multilevel capability for the implementation of matrix-
vector multiplication is presented. We focus our analysis 
on the role of the discretization method employed to 
translate the matrix coefficients into the memristor 
device conduction levels. 

2. Model and weight representation
Memristors based on resistive switching are currently 
subjected to intense attention as promising candidates to 
implement analogue artificial synapses in hardware 
neural networks (NNs) [1]. By means of memristor 
crossbar arrays, the matrix-vector multiplication (MVM) 
operation (the core function in NN inference tasks) can 
be easily carried out as sketched in Figure 1.  
While the exact mathematical j output is given by: 

𝑣𝑜𝑢𝑡,𝑗 = ∑ 𝑤𝑖,𝑗 · 𝑣𝑖𝑛,𝑖

𝑖𝑛𝑝𝑢𝑡𝑠

𝑖

,

(where 𝑤𝑖,𝑗 and 𝑣𝑖𝑛,𝑖 are the matrix and input vector
coefficients, respectively), the circuit implementation 
output is:

𝑣𝑜𝑢𝑡,𝑗 = 𝑅𝑛𝑜𝑟𝑚 ∑ (𝐼𝑖,𝑗
+ − 𝐼𝑖,𝑗

− )

𝑖𝑛𝑝𝑢𝑡𝑠

𝑖

Note that in order to get positive and negative weights, 
two memristor branches (positive and negative) are 
connected to each input. In the above equation, 𝐼𝑖,𝑗+  and
𝐼𝑖,𝑗
−  indicate the currents through the positive and negative

memristor, respectively. A discretization of the original 
coefficients (𝑤𝑖,𝑗) must be performed because the
discrete and small set of different available memristor 
conduction states. We have used Al-doped HfO2 
memristors fabricated at IHP (Germany). After 
programming, four different states can be reached for 
each memristor (HRS, LRS1, LRS2, LRS3). The 
conductance in each state is subjected to variability and 
is modeled according to ref. [2]. The summer circuit 
includes a normalization resistor (𝑅𝑛𝑜𝑟𝑚) which allows 
the memristor pair implement a discrete weight: 

𝑤𝑖,𝑗,𝑑𝑖𝑠𝑐 = 𝑅𝑛𝑜𝑟𝑚 · 𝑔𝑖,𝑗
where 𝑔𝑖,𝑗 accounts for the join conductance of both
memristors with no dependence on the input voltage in 
this data scenario (the I-V memristor dependence is linear 
in the operation voltage range). Seven different states or 

conductance values of 𝑔𝑖,𝑗 can be obtained (S0...S6, see
Table 1). The problem of weight discretization and its 
corresponding implementation (selection of the state 
pairs to represent the weights) is faced following three 
different approaches: uniform (Figure 2a), uniform CDF 
(Figure 2b and ref. [2]) and non-uniform (Figure 2c). 
Rnorm is selected as the value that minimizes the Mean 
Square Error (MSE), given by: 

ϵ(𝑅𝑛𝑜𝑟𝑚) =
1

𝑁
∑|𝑤𝑖,𝑗 − 𝑅𝑛𝑜𝑟𝑚 · 𝑔𝑖,𝑗|

2
𝑁

𝑖,𝑗

In contrast with the first two methods, the non-uniform 
one requires a value of 𝑅𝑛𝑜𝑟𝑚 to establish the
discretization ranges of the weights (S0,…,S6) because 
they are linked to the actual pair conductances (Fig. 2c). 

3. Results and discussion
These methods are tested under several weight 
distributions; in particular, uniform [-0.5, 0.5] and 
normal N(0,1). Table 2 compares the results of each 
method for each weight distribution, as well as the square 
root of the MSE. Figure 3 shows the best 𝑅𝑛𝑜𝑟𝑚 for every
case (in terms of MSE minimization). 
Several combinations of memristors states have been also 
tested (see Figure 4 and Table 1). All the possible 
combinations are shown in Figure 4. The result of trying 
these combinations using a non-uniform method (in 
terms of mean error per weight) is shown in Figure 5. The 
best combinations are Comb4 and Comb6 for uniform 
and Gaussian distributed weights, respectively. 
Furthermore, the model proposed in [2] allows us to test 
the memristor conductance variability. 

4. Conclusions
An analysis of different discretization methods for the 
implementation of matrix coefficients has been 
performed by means of multilevel memristors. They have 
been tested under different weight distributions and 
conductance level combinations. 
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a) 

b) 
Fig.1. In matrix-vector multiplication, every input (𝑖𝑛𝑖) is
weighted by 𝑤𝑖𝑗 and that is its contribution to output
(𝑜𝑢𝑡𝑗). In the circuit implementation, every weight is
represented by two memristors, one adding current and 
another subtracting it (a). The currents from every 
memristor are added up in the summer (b), via the I-V 
normalization resistance (𝑅𝑛𝑜𝑟𝑚).

a) 

b)                                                   c) 
Fig.2. a) Uniform discretization method. The weights are 
grouped in seven uniform intervals, each of them represented 
by a discrete value of gi,j. b) CDF uniform discretization 
method example (bottom) for a normal distribution N(0,1). 
Weights are grouped in seven states given by setting uniform 
intervals in terms of the CDF y-axis. This latter method assures 
that the most common weights values are better discretized. c) 
The discretization ranges are defined in terms of the available 
pair conductances by means of the normalization resistor (non-
uniform discretization). 

Fig.3. Mean error per weight vs 𝑅𝑛𝑜𝑟𝑚 for each discretization
method. The point of minimum error is selected as the 
optimized value of 𝑅𝑛𝑜𝑟𝑚.

Fig.4. Resulting states of different two memristor 
combinations, one adding and another subtracting current from 
the current adder (the line color corresponds to the state 
implementation detailed in Table 1). Variability of each 
memristor conductive level is taken into account in order to 
determine the join conductance (the corresponding probability 
distribution function is shown). 

S0 S1 S2 S3 S4 S5 S6 

Comb1 M+ 0 0 0 3 1 2 3 
M- 3 2 1 3 0 0 0 

Comb2 M+ 0 1 0 3 1 3 3 
M- 3 3 1 3 0 1 0 

Comb3 M+ 0 0 1 3 2 2 3 
M- 3 2 2 3 1 0 0 

Comb4 M+ 0 1 1 3 2 3 3 
M- 3 3 2 3 1 1 0 

Comb5 M+ 0 0 2 3 3 2 3 
M- 3 2 3 3 2 0 0 

Comb6 M+ 0 1 2 3 3 3 3 
M- 3 3 3 3 2 1 0 

Table 1. These are the tested combinations, which is 
understood as the set of states of the positive and negative 
memristor for every conduction state of the memristors pair. 
S3 is taken as (3,3) because the mean is the same than those of 
others combinations (0) and it shows the lowest deviation. 

Method\W distri. Uniform [-0.5,0.5] N(0,1) 
Uniform 0.04227 0.38885 

CDF uniform 0.04224 0.29863 
Non-uniform 0.04163 0.22323 

Table 2. The square root of the MSE is shown for each method 
and for uniformly (between -0.5 and 0.5) and normally 
distributed weights (null mean and unitary deviation). Comb 
1, from Table 1, has been used. 

Fig.5. Square root of MSE for the non-uniform discretization 
method when the weights are distributed uniformly (-0.5, 0.5) 
and normally N(0,1), as a function of the state combinations 
shown in Table 1. Minimum error combinations are circled. 
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1. Abstract
Field-effect transistors (FETs) based on transition metal 
dichalcogenides (TMDs) are receiving significant 
attention due to their ability to perform label-free 
electrical detection of biological species such as 
proteins, DNA, and other biomolecules. Their use as 
ion-sensitive FETs (ISFETs) has also been widely 
demonstrated, showing excellent detection capabilities 
and, in the particular case of pH, a high-stability sensing 
with near-ideal pH voltage sensitivity, close to the 
Nernst limit (around 59.2 mV/ pH at room temperature). 
In this work, we have combined a verified compact 
model of 2D-semiconductor FETs developed by some 
of the authors [1] with the modeling of the solid-liquid 
interface through the Site-Binding model and the Gouy-
Chapman-Stern approach in order to achieve a 
comprehensive description of 2D-ISFETs. 

2. Electrostatics and transport model
Figure 1a shows the cross-section of a 2D-ISFET whose 
structure consists of a FET where the top-gate metal is 
substituted by an electrolyte solution with a reference 
electrode immersed in it. In addition to the induced 
charge in the electrolyte, the electrostatic modulation of 
the carrier concentration in the 2D sheet is achieved via 
the reference electrode (Vgs) and a bottom gate contact 
(Vbs) coupled through a bottom dielectric. The top oxide 
acts as a barrier, guaranteeing an unambiguous field-
effect transduction mechanism through the electrostatic 
control of the channel and passivating the source and 
drain electrodes so that ions cannot be adsorbed by 
these metals. The one-dimensional electrostatics along a 
vertical cut of the 2D-ISFET can be described using the 
equivalent capacitive circuit, shown in Fig. 1b. The 
ISFET operation is founded on the interaction between 
the surface charge density (Ns), generated at the top 
oxide-electrolyte interface due to the chemical reactions 
associated to the presence of ions, and the free charge 
carriers inside the semiconductor. This interaction is 
governed by the Site-Binding model [2]. In addition, the 

Gouy-Chapman approach is considered in terms of the 
formation of a double layer capacitance, CDL, while a 
depleted region right at the solid-liquid interface is 
modeled through the Stern capacitance, CStern [3]. 
Considering the above elements, the pH variations in 
the bulk electrolyte are related to Ψ0 that depends on Ns, 
pH, CDL and CStern. 
In the diffusive transport regime associated to channel 
lengths longer than the mean free path, an explicit 
expression for accurately computing the drain current of 
a TMD-FET is used leveraging the model reported by 
some of the authors in [1], [4].  

3. Results
The model outcome is compared against experimental 
measurements of a MoS2-FET-based pH sensor 
fabricated on 270 nm SiO2/Si substrate and 30 nm of 
HfO2 as gate dielectric [5]. Table 1 collects the input 
model parameters and Fig. 2a shows the transfer 
characteristics at three different pH values (pH = 3, 4, 
5). Figure 2b shows the change in current and the 
threshold voltage (Vt) with pH. The shift of Vt due to pH 
found is 59 mV/pH, a value close to the Nernst limit. 
Finally, Table 2 collects the current sensitivity, SpH-I, at 
the different transistor operation regions. 
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Fig. 1. a) Cross-section of a 2D-ISFET. b) Equivalent 
capacitive circuit.

Table 1. 2D-ISFET model parameters. A thorough 
explanation about the meaning of the input parameters can be 
found in [1].

Fig. 2. a) Transfer characteristics at different pH values (3, 4 
and 5) in logarithmic scale (Vds = 1V). Symbols represent the 
measurements from [5] and solid lines are the theoretical 
predictions. b) Threshold voltage and drain current variation 
with pH (voltage sensitivity of 59 mV/pH).  

ISFET 
operation region Vgs (V) SpH-I

model 

[5] SpH-I
measured

Subthreshold 0.25 730 713 

Saturation 0.62 47 53 

Linear 1.25 14 13 

Table 2. Current sensitivity for a change of pH from 4 to 5 at 
the different transistor operation regions.

L (µm) 5 tox (nm) 30 
W (µm) 20 εox 25 
Vgs0 (V) 0.58 tb (nm) 270 
Vbs0 (V) 0 εb 3.9 

Cstern 20 μ0 (cm2/Vs) 200 
(μF/cm2) Ns (cm-2) 4·1014 
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1. Abstract
The efficiency of photovoltaic (PV) systems can be 

improved by the hybridization with thermoelectric 

generators, which allows part of the waste heat 

generated in the solar cells to be transformed to 

electricity. Concentrator photovoltaic (CPV) systems 

are more suitable than non-concentrating PV systems 

for this hybridization because of the small temperature 

coefficients of multi-junction (MJ) solar cells and the 

high temperature gradient achievable from solar cell to 

heat-sink [1]. Furthermore, there is theoretical evidence 

that increasing the concentration factor favors the 

hybridization [2]. The use of micro-scaling system 

reduces the thermal requirements being reliable the use 

of passive cooling at ultra-high concentration level 

(>2,000x) [3]. Most of the previously published studies 

are based on one-dimensional heat transfer analysis 

working under medium (10-100) and high (100-2,000) 

concentration levels. Currently, there are very few 

studies on the three-dimensional (3D) investigation by 

Finite Element Method (FEM) to design and optimize 

hybrid concentrator photovoltaic-thermoelectric 

generator (CPV-TEG) systems [4]. This paper presents 

a detailed 3D numerical model by FEM, validated on 

previous work [4], to investigate the potential of novel 

hybrid CPV-TEG receiver at UH levels of concentration 

up to 4,000x. 

The structure of the receiver is presented in Figure 1, 

while the model parameters are shown in Table 1. The 

semiconductor physical properties have been defined by 

polynomial functions from real data of a commercial 

TEG module GM200-49-45-25. A detailed description 

of the CPV and CPV-TEG receiver dimensions and TE 

physical properties are presented in previous works [4], 

[5]. A heat transfer model for solids combined with 

electric current model was selected for modelling 

Peltier-Seebeck-Thomson effects (Figure 2 and 3). The 

solar cell efficiency is modelled assuming the impact of 

temperature rise by incorporating the temperature 

coefficient of real solar cells. TEG electrical 

performance is obtained from numeric solution of the 

modelling (VTEG, ITEG, Qhot). Heat-sink of the system has 

been modelled by the absolute thermal resistance of 

passive cooling systems. The overall efficiency of the 

hybrid system is calculated by: 

ηCPV_TEG = ηopt [ ηcell + ηTEG (1 + ηcell)] 

Where ηopt is the optical efficiency of the concentrator, 

ηcell is the solar cell efficiency and, ηTEG is the TEG 

efficiency. A comparison of the hybrid CPV-TEG 

system performance to the same CPV system operating 

alone has been carried out. Figure 4 shows that micro 

CPV-TEG systems can reach an efficiency of 33.6 % 

versus the 31.6 % achievable with a CPV-alone system, 

working under 4,000 suns. This means a relative 

efficiency improvement (REITMM) of 6.2% (Figure 5). 

In Figure 6, it can be seen the solar cell operates at a 

temperature of 150 ºC in the CPV-TEG system at 4,000 

suns, while the maximum cell temperature in the CPV-

alone system is 51.75 ºC.  CPV-TEG hybridization at 

micro-scales for enhancing the efficiency is suitable 

especially under ultra-high concentration levels because 

the TEG module can provide more power than the solar 

cell power loss caused by its temperature increase. 

However, the development of low temperature 

coefficient MJ solar cells, TE material with high ZT 

figure-of-merit and, optical systems able to reach ultra-

high level of geometric concentration is required. 
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Fig.1. Structure of passively cooled CPV-TEG receiver [2].

Table 1. Parameters for the modelling.

Parameter CPV-TEG CPV-only Unit 

DNI 900 900 W/m2 

Ambient temperature 20 20 ºC 

Optical efficiency 80 80 % 

Cell Ref efficiency 40 40 % 

Cell area 0.5 x 0.5 0.5 x 0.5 mm×mm 

TEG area 1.8 x 1.8 - mm×mm 

N legs 16 - - 

Fill Factor 0.5 - - 

Leg height 1 - mm 

Figure of merit ~2.4 - - 

Temperature Coefficient -0.05 -0.05 %/K 

Cooling Th Resistance 5 5 K/W 

Fig.2. Temperature field solution of the simulation

Fig.3. Potential field solution of the simulation 

Fig.4. Efficiency and power generation of the systems as a 

function of the geometrical concentration.

Fig.5. REI of the CPV-TEG system as a function of the 

geometrical concentration.

Fig.6. Average temperature as a function of geometric 

concentration. 
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1. Abstract
A semiempirical memdiode model (SEMM) of resistive 
switching devices is proposed. This model is based on the 
introduction of time dependencies in the parameters of 
the quasi-static memdiode model (QMM), as well as on 
the empirically observed asymmetries between the reset 
and set transitions. The model considerably improves the 
prediction of the electrical response of resistive switching 
devices to arbitrary input stimuli. 

2. Introduction
Memristors were first defined by Chua [1] as devices in 
which there is a linear relationship between charge and 
magnetic flux. The most typical structure of a resistive 
switching memristor consists of a metal-insulator-metal 
(MIM) structure in which the resistance of the insulator 
depends on its recent history. Their ability to store 
information makes them especially interesting for many 
analog and digital applications such as neuromorphic and 
bioinspired circuits, medical diagnostics, non-volatile 
memories, signal processing and control systems. To 
achieve all of this, it is necessary to get a model which 
could be included in circuit simulators. The QMM model 
[2] is one of the most reputed in this category. In this
work we introduce some modifications to this model
based on experimental observations on the dynamics of
set and reset transitions that allow the QMM model to be
extended to arbitrary and non-stationary stimuli.

4. Experimental, results and discussion

The memristors used in this work were TiN/Ti/HfO2/W 
MIM capacitors. Atomic layer deposition technique was 
used to grow the HfO2 layer at 225 ºC using TDMAH and 
water as hafnium and oxygen precursors, respectively. 
Electrical characterization was carried out by using a 
Keythley 4200SCS mainframe. 
Figures 1 and 2 show experiments in which 
monotonically increasing and decreasing sinusoidal 
voltage waveforms were applied and the currents through 
the memristor were recorded. Figures 3 and 4 show the 
best fitting obtained when using the QMM model. We 
observe that this model fits well the current response for 

positive voltage values (that is, for set transitions). 
However, for the reset transition (negative voltages) the 
QMM model fails. That indicates that some time 
dependencies occurring during the reset transitions are 
not included in the QMM model due to its quasi-
stationary nature. The proposed SEMM model mainly 
includes changes in two parameters of the QMM model: 
the filament dilution speed, η−, and the reset transition 
voltage, V- [2]. Linear dependencies of these terms with 
the initial state, λ0, ( 𝛼𝛼 + 𝛽𝛽(1 − 𝜆𝜆0)), provide improved 
fittings. Figures 5 and 6 show that the SEMM model 
noticeably improves the fitting for the reset transitions. 
Figure 7 shows in more detail how the SEMM model fits 
well both current-time and current-voltage dependencies 
of reset transition loops. The observed asymmetries and 
the different time dependencies of set and reset 
transitions can be related to the different physical 
mechanisms involved in them. As we described in Ref. 
3, the set transition is described by an Erlang distribution 
which is compatible with a percolation process, whereas 
the reset one fits to a sigmoidal function and can be 
related to an autocatalytic oxidation reaction. The first 
process is very fast, while the second one is considerably 
slower. Because of that, the quasi-static model cannot 
adequately describe the reset transitions.  
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Fig. 1. First experiment: memristor response to a 
monotonically increasing sinusoidal voltage. 

Fig. 3. QMM fitting of the experimental data of the first 
experiment (Fig.1) 

Fig. 5. Semiempirical fitting of the experimental data in Fig. 1. 

Fig. 2. Second experiment: memristor response to a 
monotonically decreasing sinusoidal voltage. 

Fig.4. QMM fitting of the experimental data of the second 
experiment (Fig. 2). 

Fig. 6. Semiempirical fitting of the experimental data in Fig. 2. 

Fig. 7. Semiempirical model fitting of I-t characteristics (upper panel) and I/V loops (lower panel) of several reset transition cycles. 
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1. Abstract
The effect of traps on DC and high-frequency behavior 
of a short channel single-layer GFET is discussed 
thoroughly in the present work. A recently proposed 
analytical compact model [1] is accurately validated 
with trap-affected and trap-reduced data. Important 
high-frequency figures of merit (FoM) are also derived 
from the model, and show a strong trap dependence 
through the operating point of the device [2]. These 
FoMs not only present gate voltage VGS shifts, but also, 
they exhibit magnitude alterations due to traps impact. 

2. Devices and Measurements
A GFET with gate width wg=12x2 μm (2 is the number 
of fingers) and length 300 nm [1], [3] is measured in the 
present work. Staircase and opposing-pulse 
measurement techniques are used in sequent forward 
and backward sweeps. Data from the first technique are 
strongly affected by traps while the second leads to an 
almost hysteresis-free performance [1], [2]. 

3. Results and Discussion
The main contribution of traps to the drain current ID of 
the GFET under test is a Dirac voltage VDirac shift as 
presented in Fig. 1 for forward and backward staircase 
sweeps while this shift is trivial in the opposing case. 
Fig. 1a, 1b illustrate ID at low and high drain voltage 
VDS respectively while Fig. 2a shows the corresponding 
extrinsic transconductance gm. The proposed model fits 
precisely the data at both plots for p-type region where 
we focus in this study. The specific model parameters 
for this GFET technology [3] can be found elsewhere 
[1]. It is also apparent from Fig. 1c that the model 
predicts correctly the measured VDirac variations for both 
forward and backward staircase sweeps while the 
extension of the model at higher VDS reveals that VDirac
of the later trap-affected sweeps coincides for VDS=0.65 
V. This is also clear from the simulated ID, gm at this
specific VDS, since no hysteresis window is observed in
the staircase sweeps as shown in Fig. 1b. and Fig. 2a.
While one could consider biasing the device at this VDS
assuming traps impact is neutralized, the fact that VDirac
in the opposing technique is different clearly indicates
that traps are still present. Thus, this work aims to give
insight into the device behavior at the specific bias

point. Simulated intrinsic transconductance gm,i and 
output conductance gd,i are illustrated in Fig. 2b, 2c, 
respectively at VDS= 0.65 V; due to a similar trap 
density at this unique VDS for both forward and 
backward staircase sweeps [1], gm,i is the same at every 
VGS while gd,i is identical only at VGS=VDirac≈1.1 V for 
these two sweeps, proving that gd,i amplitude is also 
affected by traps apart from its VGS fluctuations. This 
has a direct impact on intrinsic gain G=gm,i/gd,i shown in 
Fig. 3a as well as on cut-off and maximum oscillation 
frequencies ft, fmax in Fig. 3b, 3c, respectively. Thus, G 
magnitude is not the same for non-opposing sweeps 
which is more clear in Fig. 3a inset where G is shown 
vs. effective gate voltage VGeff=VGS-VDirac and the same 
occurs for extrinsic ft, fmax which directly depend on gd,i 
[1]. On the other hand, intrinsic ft does not depend on 
gd,i [1] and thus, it is identical for forward and backward 
staircase sweeps for every VGS. In general, the 
illustration of the opposing case for all the FoMs under 
study clearly demonstrates the trap-induced deviation of 
the bias point at the staircase measurements while the 
dependence on gd,i also causes differences on the 
magnitude of these FoMs. Finally, if G is extended at n-
type region near Dirac point where the IV model is still 
acceptable (see Fig. 1b), gm,i is further increased while 
gd,i is further reduced resulting in an acceptable value of 
G close to unity. 
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Fig.1. Transfer characteristics of the 300 nm-long GFET for a) VDS=50 mV, b) VDS=0.3, 0.65 V. c) Dirac voltage VDirac vs. drain 
voltage VDS are shown for all available sweeps. Markers: data, lines: model. 

Fig.2. a) Extrinsic transconductance gm vs. gate voltage VGS with markers representing the measurements (VDS=0.05, 0.3 V) and lines 
the model (VDS=0.05, 0.3 and 0.65 V). Simulated b) intrinsic transconductance gm,i and c) output conductance gd,i vs. VG at VDS=0.65 
V for all available sweeps.  

Fig.3. Simulated a) intrinsic gain G, b) intrinsic (solid lines) and extrinsic (dashed lines) cut-off frequencies ft,i, ft,ex respectively and 
c) extrinsic maximum oscillation frequency fmax,ex vs. VGS at VDS=0.65 V for all available sweeps. Inset in (a) shows simulated
intrinsic gain vs. VGeff.

a) b) c) 

a) b) c) 

a) b) c) 
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1. Abstract
We  have  developed  a  numerical  simulator  able  to
describe the processes that take place at the electrolyte-
sensor  interface.  For  this  work,  we  focus  on  the
performance variability of MoS2-based Bio Field-Effect
Transistors  (BioFETs)  specifically  designed  for  the
detection  of  DNA  chains.  To  this  purpose,  we
randomize  the  location  of  the  receptor  molecules
attached on the sensing surface, analyzing the variability
produced on the response of the sensor.

2. Introduction
Two-dimensional materials (2DMs) -based BioFETs are
promising  alternatives  for  sensing  biological  and
chemical  signals  and  processes  due  to  their  unique
electrical  and  mechanical  features  [1].  We  have
developed  an  in-house simulator  for  2DM-based
BioFETs aiming at the detection of DNA molecules that
implements a more realistic model than the commonly
used box-based one [2]. In addition, in order to assess
the  impact  of  the  inherent  variability  on  the  sensor
response,  we  have  included  the  possibility  of
randomizing the position of the surface receptors.

3. Methods
The  simulated  device  is  based  on  a  400nm-long
semiconducting MoS2 monolayer sandwiched between a
20nm-thick substrate and a 10nm-thick oxide layer, both
made  of  SiO2.  The  top  oxide  that  electrostatically
couples  the 2D channel  and  the electrolyte,  hosts  the
single-stranded  DNA  (ssDNA)  receptors.  For  the
electrolyte  we  assume either  a  1PBS or  a  0.1PBS
solution.  All  geometry  and  materials  parameters  are
collected  in  Fig.1 and  Table  1,  respectively.  The
geometry  of  the  ssDNA molecules  is  described  by  a
sinusoid-shape  that  is  finely  captured  by  the  spatial
mesh. Its charge is -120q, i.e. -1q per nucleotide, where
q is  the  electron  elementary  charge.  When  activated,
receptors  turn  into  double-stranded  DNA  (dsDNA)
molecules, which are straight shaped and have twice the
charge of ssDNA molecules  [3]. Receptors are placed
setting a random distance among them following a half-
normal  distribution.  In  addition  to  the  uniform
distribution, established as the control case, we consider

three  scenarios  corresponding  to  a  larger  receptor
density in different regions: centre of the channel, near
the source and near the drain regions. For each of them,
we selected 10 random distributions of N = 12 receptors
(Fig.2). The activation percentage, α, is the parameter
that defines the number of activated molecules:  Nact  =
αN. The numerical tool self-consistently solves the 2D
Poisson  -  1D  Drift-Diffusion  transport  equations  to
obtain  the  IDS  -  VFG characteristics  of  the  device  for
different Nact values.

4. Results and Conclusions
The MoS2 BioFET IDS - VFG characteristics for a uniform
distribution are depicted in Fig.3, showing a horizontal
shift towards positive VFG values as α increases for both
1PBS and 0.1PBS solutions. This can be associated
to the increase of the negative charge when the ssDNA
molecules switch to dsDNA. A comparison between the
uniform distribution and the three scenarios  described
above reveals current differences of several nA/μm for
every  activation  percentage  α.  The  absolute  current
difference with respect to the uniform case for α = 50%
is plotted in  Fig.4. The device sensitivity is defined as
the current difference between the α = 0% case and the
selected α (S = Iα=0 – Iα) at VFG  = 0.3V since this is the
voltage that maximizes this difference for α = 100% and
both PBS concentrations. The sensitivity increases in all
scenarios  with  respect  to  the  uniform  distribution
(Fig.5).
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Fig.1. Device outline. Grey: substrate and oxide. Blue:
source and drain. Orange: channel. Cyan: electrolyte.

Pistachio: receptors. Red: metallic contacts.

εSiO2 = 3.9 εMoS2 = 7.6
ND = 1018cm-3 μn = 50cm2/(Vs)

εelec= 78 pH = 7.4
[H+] = 3.98·10-5 mM [OH-] = 2.51·10-4 mM

[Na+] = 140 mM [Cl-] = 140 mM
[K+] = 2.7 mM [NaH3PO4] = 1 mM

Table 1. Device parameters.

Fig.2. Simulated random distributions of receptors along the
channel according to three different scenarios: (top) channel
centred, (middle) source shifted and (bottom) drain shifted.

Fig.3. Transfer characteristics for uniformly distributed
receptors (N = 12). Two PBS concentrations and varying α

are distinguished by different line styles and colors,
respectively. VDS = 0.1V.

Fig.4. IDS variation with respect to the uniform distribution
for α = 50%. Two PBS concentrations and three distributions
are depicted by different line styles and colors, respectively. 

VDS = 0.1V.

Fig.5. Device sensitivity for different distributions
(abscissae), α values (colors) and PBS concentrations
(shapes). 10 random distributions of receptors were

considered for each non-uniform scenario. VDS = 0.1V.
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1. Introduction
Field-effect transistors with graphene as their ultra-thin 
channel (GFET) promise to stand out in high frequency 
(HF) applications [1]. However, thermal effects could 
limit device performance through self-heating and 
thermal coupling [2], so an analysis of them is necessary. 
This work studies the effect of self-heating on the small-
signal parameters of the GFET with an architecture as the 
one shown in Fig. 1. In addition to the field-dependence 
of self-heating effects in GFET small-signal parameters 
shown in a previous study [3], this work enables to study 
the impact of such effects over a wide frequency range. 

2. Methods
Our model for GFET DC performance, described in [4], 
defines drain current IDS as a function of the graphene 
temperature T and the intrinsic bias point (the gate-to-
source voltage V’GS and drain-to-source voltage V’DS). To 
study the HF performance, we consider the temperature-
dependent two-port network [2] consisting of the 
intrinsic GFET embedded as in Fig. 2. We assume that 
the GFET presents a complex thermal impedance Zth that 
depends on the small-signal frequency ω (=2πf) and the 
different paths i through which the power P = V’DS ·IDS 
is dissipated out from the graphene channel towards its 
surrounding materials. The different paths are 
characterized by a thermal resistance Rth,i and a thermal 
frenquency fth,i. 

𝑍th(𝜔) =∑
𝑅th,𝑖

1 +
𝑗𝜔

2𝜋𝑓th,𝑖
⁄𝑖 (1) 

Rth =ΣiRth,i is an effective thermal resistance that 
embraces all the dissipating paths, raising graphene 
temperature above ambient temperature TA in a way 
proportional to P: 

𝑇 − 𝑇𝐴 = 𝑅𝑡ℎ𝑃 (2) 
When the self-heating affects HF behavior of the GFET, 
the small-signal parameters are described by the 
following equations [2]: 

𝑦11(𝜔) = 𝑦11,𝑇(𝜔) 

𝑦12(𝜔) = 𝑦12,𝑇(𝜔) 

𝑦21(𝜔) =
𝑦21,𝑇(𝜔) + 𝑐𝑍𝑡ℎ(𝜔)𝑦11,𝑇(𝜔)𝑉′𝐺𝑆

1 − 𝑐𝑍𝑡ℎ(𝜔)𝑉′𝐷𝑆

𝑦22(𝜔) =
𝑦22,𝑇(𝜔) + 𝑐𝑍𝑡ℎ(𝜔)[𝑦12,𝑇(𝜔)𝑉′𝐺𝑆 + 𝐼𝐷𝑆]

1 − 𝑐𝑍𝑡ℎ(𝜔)𝑉′𝐷𝑆

(3) 

where yij,T(ω) are the small-signal parameters calculated 
at a constant temperature T (that is, isothermal) and the 
coefficient c ≡∂IDS/∂T. 

3. Results and discussion
For simulations, we used the parameters of a fabricated 
GFET [3]. The effect of self-heating at selected bias 
points is shown in Fig. 3 for the intrinsic 
transconductance gm and output conductance gds 
assuming a one-path Zth. Fig. 4 shows similar conditions 
but assuming two dissipating paths for Zth. Notice the 
important impact of self-heating on the gds parameter, 
which can even go from negative to positive values for 
the gate overdrive voltage VGS - VGS0 of -5 V. 
Fig. 5(a) and (b) show the isothermal case (gm,T and gds,T) 
for frequencies higher above thermal frequencies, where 
heat dissipation cannot follow the oscillation of the 
electrical signal, and the non-isothermal case (gm,0 and 
gds,0), for frequencies below thermal frequencies, where 
heat dissipation follows the oscillation of the electrical 
signal. Fig. 5(c) shows the GFET maximum oscillation 
frequency fmax, obtained from the isothermal parameters. 

4. Conclusions
Self-heating raises the temperature of graphene, affecting 
both DC and HF device performance. Using the GFET as 
a two-port network, graphene temperature cannot follow 
a HF small signal at frequencies above thermal 
frequencies applied to the device, which must be 
considered when HF performance is analyzed.  
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Fig. 1. Schematic of the GFET. In the studied GFET, top oxide 
corresponds to a 20 nm thick Al2O3 layer while the bottom 
oxide is a 285 nm thick SiO2 layer. The length of the gate is 
500 nm and the width, 30 µm. Electron mobility in graphene 
is 2000 cm2 V-1 s-1, saturation velocity 2-3·107 cm s-1 and 
puddle concentration 3·1011 cm-2. Rth is 2.7·104 K W-1. 

Fig. 2. Extrinsic network of the two-port GFET. Parasitic 
resistance Rg is 10 Ω, while Rs = Rd = 5.5 Ω. Parasitic 
capacitances Cpgs and Cpds are in the order of 10 fF. 

Fig. 3. Intrinsic (solid lines) and extrinsic (dotted lines) gds 
(top) and gm (bottom) as a function of the frequency of the 
applied signal. Thermal impedance is assumed to present a 
pole at fth = 1 MHz. Intrinsic gm,0 and gds,0 are highly affected 
by self-heating effects (non-isothermal case), while gm,T and 
gds,T are achieved where heat dissipation cannot follow the 
oscillation of the electrical signal (isothermal case). 

Fig. 4. Intrinsic (solid lines) and extrinsic (dotted lines) gds 
(top) and gm (bottom) as a function of the frequency of the 
applied signal. Thermal impedance is assumed to present two 
poles at the frequencies fth,1 = 100 kHz and fth,2 = 1 GHz, which 
means two different paths within the GFET to dissipate heat. 

Fig. 5. (a) gm, (b) gds and (c) fmax as a function of the extrinsic 
bias voltage. Solid lines correspond to the quasi-static 
approximation of the DC curves (gm,0 and gds,0), the so-called 
non-isothermal case, while dotted lines assume a constant 
temperature at the bias point despite the varying small-signal 
voltage (gm,T and gds,T) known as the isothermal case. 
Calculating fmax with the non-isothermal parameters would 
lead to incorrect values since graphene temperature cannot 
follow small electrical signals with frequencies above thermal 
frequencies. 
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1. Abstract
The need for miniaturization of structures in modern 
semiconductor electronics has directed significant 
attention toward the fabrication of pn junctions 
(fundamental electrical components) based on atomically 
thin materials such as graphene, phosphorene, silicene, 
germanene, etc., and the family of transition metal 
dichalcogenides (TMDs) [1,2]. This kind of 2D pn 
junctions (2DJs) takes advantage of the ultra-thin nature 
of 2D materials to offer new and exciting possibilities 
which are impossible to achieve by its 3D counterpart. 
2DJs will be an essential part of the new generation of 2D 
crystal based electronic and optoelectronic devices such 
as photodiodes, transistors, solar cells, photo-detectors, 
etc. [3,4].  
Some advantages of 2DJs are the thickness-dependency 
of the semiconductor band gap for some materials, the 
gate-tunable doping and rectification by external out-of-
plane electric fields and the possibility of tuning some 
electrical properties such as the depletion region width 
and capacitance by changing the surrounding dielectrics. 
These advantages enable even more possibilities to create 
different pn junction concepts, compared with 3D 
materials. 
2DJs can be integrated into a device either by a vertical 
or by a lateral configuration [5]. In particular, 2D lateral 
pn junctions are structures where the doping can be 
reached either electrostatically or chemically and useful 
for solar cells and photodetectors because the built-in 
potential created in the space charge region separates and 
drives the photogenerated e–h pairs to generate 
photocurrent.  
However, while there are many reports of experimental 
studies on 2DJs, the same is not true for theoretical 
studies, where the impact of low dimensionality on their 
electrical properties and their differences with 3D 
junctions are reported. Thus, theoretical research studies 
of 2DJs at equilibrium and driven out-of-equilibrium, 
considering the impact of its low dimensionality, 
surrounding medium and external electric fields, remain 
to be developed. 
Here, we report a study of the electrostatics and 
electronic transport of 2D lateral pn junctions based on 
numerical simulations, which sets the basis for gaining 
understanding of experimental measurements and for the 
assessment of analytical models. Our study has been 
focused on both chemically doped and electrostatically 
doped 2DJs (Fig. 1), leaving the investigation of vertical 
2D pn junctions for a future study. To do so we 

implement a physics-based simulator that self-
consistently solves the 2D Poisson's equation coupled to 
the drift-diffusion and current continuity equations. 
Notably, the simulator considers the strong influence of 
the out-of-plane electric field through the surrounding 
dielectric, capturing the weak screening of charge 
carriers and the differences between the two kinds of 
2DJs.  In addition, we have developed, for the first time, 
an analytical model for the electrostatics of the 
electrically doped 2DJ which fits very well to the 
numerical simulations. 
Among the main results of our study we might remark: 
(i) a proposed Shockley-like equation for the ideal
current–voltage (J–V) characteristics, (ii) an ideality
factor close to 2 due to the impact of recombination–
generation processes inside the effective depletion layer,
consistently with experimental data [6], (iii) impact of the
material dimensionality on the performances of single-
layer MoS2 (2D) lateral pn junctions against those of the
Si (3D) junction, (Fig. 2) (iv) effects of interface states in
the 2D semiconductor-insulator interface on the
electrostatics and the transport properties, (v) analytical
expression for the electrostatic potential and depletion
layer width for the electrically doped 2DJ (Fig. 3), (vi) a
comparison of the rectification factor between the two
kind of 2DJs.
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Fig. 2 J-V characteristics of chemically doped 2D lateral and 3D pn 
junctions showing the different components of the current. Energy gap 
of 1.12 eV and built-in potential of 0.8 V are assumed in both cases 
Inset: Ideality factor vs V.  “Ideal” and “Non-deal” refer to consider 
zero and non-zero (Shockley-Read-Hall model) net recombination rate 
inside the effective depletion region, respectively. Labels “G”, “R”, “D” 
and “Rs” correspond to the region dominated by generation current, 
recombination current, diffusion current and current driven by series 
resistance, respectively. 𝑉′2𝐷 and 𝑉′3𝐷 are the crossover voltages 
separating the regime where current is driven by recombination from 
the regime where is driven by the diffusion. 

Fig. 1 Scheme of the electrically doped 2D lateral pn junction 
geometry. For the chemically doped junction, the gate electrodes do 
not exist. 

Fig. 3 Electrostatic potential of an exemplary electrically doped 
2D pn junction for several applied gate voltages. Solid lines: 
analytical model. Dashed lines: Numerical model. A monolayer 
MoS2 with energy gap 1.8 eV and 300 nm thickness SiO2 gate 
insulator are assumed.
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Abstract: 
Light-emitting diodes or more commonly known 
as LEDs have great advantages relating to the 
power consumption and the long useful life they 
offer to the final applications. Moreover, style is 
key in some industrial sectors. Particularly, style 
plays an important role in automotive lighting 
systems1,2 where the current and future trend 
target to achieve even greater lighting surfaces 
with flexible features and shapes in three 
dimensions (3D) as shown in Fig1. 

Nevertheless, the present LED technology used 
in the automotive field is formed by discrete 
devices of point light sources, making it quite 
complex and expensive to accomplish large 
lighting surfaces. On the other hand, organic 
LEDs (OLEDs) are a real and validated 
technological solution2 currently used in the 
automotive market. However, although the 
current automotive OLED complies with the car 
manufacturer requirements, the intrinsic 
instability of those optoelectronic devices under 
wide temperature ranges such as those in the 
automotive industry, reduces drastically their 
lifetime3, when compared with other 
environmental conditions like consumer 
electronic devices. This forces to put in place 
complex manufacturing processes, which 
increase the final cost of the OLED device.  

Nowadays, nanomaterials called quantum dots 
(QDs) could end the issues described above 
effectively due to the inorganic nature of those 
nanoparticles. In particular, quantum dots LEDs 
(QLEDs) present a promising perspective in the 
lighting field due to its purity of color, 
processability and stability4. Yet, the 
manufacturing QLED process has to be 
controlled so as to achieve an optimal device 
performance. Thus, the possibility to model the 
optoelectronic device in a previous design step 
before its experimental implementation, would 
offer the possibility to anticipate the electrical 
performance of the final QLED by assessing the 

critical manufacturing parameters to take into 
account during the fabrication process.  

Hence, in this work we have developed a 
simulation tool in Matlab® based on the transfer 
hamiltonian method. Thus, we report the 
numerical simulation approach of an 
experimental electroluminescent QLED (Figure 
2) based on CuInS2/ZnS quantum dots as active
layer5, using the Transfer Hamiltonian approach6,
and following Illera's et al. previous works, to
calculate the current density J(mA cm−2) and the
fundamental I-V curve of each pixel device
independently. The experimental multilayer
QLED device selected (Figure 3), followed a
conventional structure7,8:  ITO as anode,
PEDOT:PSS as hole injection layer (HIL), TFB
as hole transport layer (HTL), CIS/ZnS QDs as
active or emission layer, ZnO NPs as electron
transport layer (ETL) and Al layer as cathode.

Particularly, the junction capacitance between 
the distinct multilayer, specifically the Anode-
Hole Injection Layer (HIL) interface and its 
influence in the I-V curve is deeply analyzed as 
shown in Fig4, highlighting the importance of 
this parameter during the QLED fabrication 
process and allowing the computational model to 
put that influence under control by the selection 
of the optimal thickness and transport layers 
during the experimental manufacturing of the 
optoelectronic device.  

Thereby, this work achieves to correlate 
simulation with experiment results relating to the 
QLED device current variations, which is critical 
when designing automotive electronics modules 
to control this new nanotechnology lighting in 
the future. 

Keywords: quantum dots, QLED, automotive 
applications, lighting systems, 
electroluminescence, transport layers, 
nanoparticles, transfer hamiltonian approach. 
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Figure 1: Figure illustrating the rearlighting function with 
different red-shape of a vehicle. 

Figure 2: Figure illustrating the QLED fabricated 
following the structure: 
Anode/HIL/HTL/EL/ETL/Cathode. 

Figure 3: 3D view model of the experimental QLED 
device with all transport layer drawn5 i.e. Anode(blue_left) 
/ Hole Injection Layer (yellow) / Hole Transport Layer 
(green) / QDs / Electron Transport Layer (red) / Cathode 
(blue_right). NB: The quantum dots represented in the 
figure are spherical. Different scales were used in each 
direction for the sake of clarity. 

Figure 4: Figure illustrating the fundamental I-V curve 
plot5. Solid lines indicate the upper and lower measured 
curves corresponding to the individual pixels from Fig2. 
The green area in between shows the variability due to the 
manufacturing process. Marked curves correspond to the 
simulation, where the junction capacitance Anode-HIL of 
the QLED device was gradually varied. 
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1. Abstract
The analysis of Random Telegraph Noise (RTN) 
signals in Resistive Random Access Memories 
(RRAMs) is of utmost importance as this phenomenon 
can lead to stochastic errors in the operation of these 
devices. In this work, we have measured and analyzed 
in depth different RTN (I-t) traces by means of self-
organizing maps (SOM), a kind of artificial neural 
networks (NN) devoted to clustering. This technique is 
employed to perform an automatic classification of the 
RTN traces that have similar Locally Weighted Time 
Lag Plot (LWTLP) patterns. 

2. Introduction
RRAMs have a great potential for applications linked 
to neuromorphic computing, non-volatile memories 
and hardware cryptographic security codes [1]. Among 
other advantages, these devices consume much less 
power than traditional non-volatile NAND flash 
memories, they are CMOS compatible, 3D stackable 
and show outstanding endurance, retention and latency 
features. Recent advances in the technological and 
modeling grounds have led these devices towards 
industrialization; however, there are still some issues to 
be addressed related to variability and noise [1]. In 
particular, RTN signals are under scrutiny since they 
can produce read errors limiting the device reliability 
and affecting memory ICs.  
In addition, RTN can be used to study the physical 
mechanisms impacting reliability and variability [2-5]. 
The main mechanism responsible for the resistive 
switching phenomenon in RRAM devices is the 
formation and partial destruction of a filamentary 
conductive filament (CF) that leads to different 
resistance states [1]. Nevertheless, inside or close to the 
CF, traps can be found that can alter the charge 
conduction producing small current fluctuations (RTN) 
observed mainly in the high resistance state (HRS) [5]. 
In this work, the RTN signals produced by electrically 
active defects present in these devices are analyzed by 
means of the LWTLP, and the resulting patterns are 
classified by using SOM analysis.  

3. Results and discussion
The TiN/Ti/HfO2/Pt devices analyzed here and their 
electrical characteristics have been described in [6]. A 

typical RTN (I-t) trace measured in the HRS, at a 
voltage VRRAM=0.2 V is shown in Fig. 1. To analyze 
the RTN results, we have used two techniques: the 
LWTLP [2] and self-organizing maps [4]. The LWTLP 
plots are shown on the right of Fig. 2. The main 
diagonal of the LWTLP show the number of current 
levels in the RTN (I-t) trace, the points outside of the 
main diagonal indicate current transitions, and the 
color scale indicates the number of events. 
We have started our analysis making use of a long 
RTN trace (Fig. 1). We have segmented the 
corresponding (I-t) trace in consecutives pieces of 1000 
points (see Fig. 2). The corresponding LWTLPs (a 
100x100 pixel resolution image) is also given for each 
of the traces. The set formed by the LWTLPs of the 
RTN signals (Fig. 2) will be used as the database to 
train the NN. The SOM analysis is employed to 
classify the experimental RTN patterns obtained by the 
LWTLP. The application of the algorithm described in 
[4] allowed us to obtain a self-organizing map (NN
non-supervised analysis), see Fig. 3. Several network
sizes were tested and we found that a 5x4 neurons
network is an acceptable compromise between the
number of clusters or classes obtained, and the number
of elements classified in each of the classes. The
classes corresponding to the neurons of the SOM
obtained are given in Fig. 4. Note that this
classification identifies the LWTLP patterns that are
most frequently found along the long trace shown in
Fig. 1. The results show that there are traces with
clearly differentiated current levels (e.g. #17, # 18,
#13…) and others with a single level and a component
of white noise (e.g. #1, #2, #15…). The time evolution
of the classes corresponding to the RTN trace (Fig. 1)
is shown in Fig. 5. This describes the RTN most
frequent traces and allows a Markov chain approach to
model RTN signals for circuit simulation purposes [4].
RTN signals are an interesting entropy source for the
fabrication of random number generators for
cryptographic circuits, in particular, for the
implementation of physical unclonable functions.
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Figure 1 Current versus time trace for a TiN/Ti/8 nm-
HfO2/Pt device in the HRS at VRRAM=0.2V (3.44 million 
data were measured in 55245.54 seconds). 

39892 39894 39896 39898 39900 39902 39904 39906

1590

1600

1610

1620

1630

1640

1650

1660

1556 1558 1560 1562 1564 1566 1568 1570 1572
1600

1800

2000

2200

2400

2600

32784 32786 32788 32790 32792 32794 32796 32798

1560

1580

1600

1620

1640

1660

1680

658 660 662 664 666 668 670 672

1600

1700

1800

1900

2000

2100

2200

2300

#98

#2042

#2047

C
u

rr
e

n
t 

(n
A

)

Time (s)

C
u

rr
e

n
t 

(n
A

)

Time (s)c)

b)

a)

C
u

rr
e

n
t 

(n
A

)

Time (s)

d)

#42

L
0

C
u

rr
e
n

t 
(n

A
)

Time (s)

L
1

Figure 2 a-d) Measured RTN (I-t) traces (segmented from 
the long trace shown in Fig. 1) and the corresponding 
LWTLPs for a TiN/Ti/8 nm-HfO2/Pt device in the HRS at 
VRRAM=0.2V. In the d) case, two clear current levels can be 
distinguished (L0, L1). 
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Figure 3. Self-organizing map obtained after the NN analysis 
of the LWTLPs. It is organized as the results of the pattern 
clustering performed [4]. The hexagons represent the 
neurons, the digits inside stand for the numbers of LWTLP 
patterns associated to each cluster head (neurons); i.e., the 
classes obtained in the classification process. A dark colour 
connection between the neurons corresponds to a large 
Euclidean distance between them [4] (a large difference in 
the LWTLP patterns and hence in the RTN trace features). 
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Figure 4 LWTLPs corresponding to the neurons (obtained 
after training the 5x4 SOM neural network) shown in Fig. 3. 
See in Fig. 2 the correspondence between the LWTLPs and 
the RTN traces. 
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obtained along the segmented RTN trace shown in Fig. 1. 
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1. Motivation
Nanosheet FETs are strong aspirants to substitute 
FinFETs in future nanoscale digital applications [1]. 
The variability in device characteristics is one of the 
limitations to the scaling and the integration of 
nanoelectronic devices [2]. The metal grain granularity 
(MGG) and the line edge roughness (LER) variabilities 
are the most harmful fluctuations in short channel 
transistors [3]. In this work, we perform a 3D 
simulation study of the influence of these variabilities 
on the performance of a 12 nm gate nanosheet FET. 

2. Methodology
We present a 12 nm gate length nanosheet FET, based 
on an experimental structure [4], previously calibrated 
in [5]. In Fig. 1(a-b) the ideal device structure with its 
relevant parameters is shown. 
We use a multi-method simulation toolbox called 
VENDES [6], which is an in-house-built 3D finite 
element (FE) software. This tool is capable to reproduce 
physics using the drift-diffusion (DD) transport method 
while applying quantum corrections through the density 
gradient (DG) approach to consider quantum effects.  
To introduce MGG variability, the gate is modified by 
varying its work-function thus mimicking the different 
grain orientations and shapes observed experimentally 
[7]. The MGG depends on the grain size (GS) 
reproduced here by Poisson Voronoi diagrams [8]. Fig. 
1(c) shows an example of a random MGG profile.  
The LER variability consists of perpendicular 
deformations to the transport direction, due to 
lithography fabrication processes [9]. This deviation is 
reproduced by periodic z-deformations along x-
direction. The LER is characterized by the root mean 
square (RMS) which indicates the amplitude of the 
deformation, and the correlation length (CL) which 
periodically propagates this deformation on the space. A 
LER deformation profile can be seen in Fig. 1(d). 

3. Numerical Results
The simulation study is carried out at high drain bias, 
VDD=0.7 V, to be consequent with the calibration 
against experiment [5]. We use the constant current 
criteria at a drain current, ID=2.0 µm/µA, to extract the 
threshold voltage (Vth), and a large enough statistical 
sample to study variability. Therefore, 300 different 
devices with random profiles for each source and 
variability parameter are generated. 
Fig. 2 shows the Vth distributions due to MGG 
variability as a function of the GS. The standard 

deviation (σVth) and the mean value of the distribution, 
together with the Vth of the ideal device for a work-
function (WF) of 4.52 eV, are also shown. Note that, 
σVth increases from 10 mV to 33 mV due to a rise in the 
GS from 3 nm to 10 nm. The statistical mean Vth 
consistently decreases when the GS is increased. At a 
same GS=7 nm, σVth is 52% lower than a similar gate 
length (Lg=10 nm) nanowire FET [6]. 
Distributions of Vth due to LER are shown in Fig. 3. 
σVth increases with RMS. Unlike for the MGG, the 
statistical mean of Vth coincides with the ideal value of 
the device without any deformation. Note that σVth 
increases from 22 mV to 36 mV due to a rise in the 
RMS from 0.6 nm to 1.0 nm at CL=10 nm. At a same 
RMS=0.6 nm and CL=10 nm, σVth is 13% higher when 
compared to a Lg=10 nm nanowire FET [6]. 
Figs. 4(a-b) show the correlation between the 
subthreshold slope (SS) and the Vth for the two sources 
of variability. For LER, SS and Vth are highly 
correlated, with a Pearson’s correlation coefficient 
CC=-0.969, unlike for the MGG which CC=-0.648. 
Figs. 4(c-d) show the ID-VG characteristics for the 300 
device configurations affected by the MGG and the 
LER, respectively. The Vth was extracted using the 
constant current criterion (see blue lines). The LER 
variability induces changes in the SS that will directly 
affect the Vth (hence the strong correlation between both 
parameters), whereas MGG variability mainly induces a 
Vth shift with the SS remaining practically constant (as 
seen in Fig. 4(a)). 

4. Conclusion
The 12 nm gate length nanosheet FET is significantly 
affected by LER (σVth ranging from 22 mV to 36 mV as 
a function of the RMS at a fixed CL), and MGG (σVth
increases from 10 mV to 33 mV with the GS). 
These MGG and LER σVth results are 52% lower and 
13% higher, respectively, than the ones observed in a 
similar gate length (10 nm) GAA nanowire FET. 
These results are very promising for nanosheet FETs 
making them strong candidates to replace FinFETs in 
high-performance applications. 
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(a) (b)

(c) (d)

Fig. 1: (a) 3D scheme of the 12 nm gate length
Nanosheet FET, (b) device parameters: gate length
LG, source and drain lengths LSD, width W and
height H of semiconductor, effective oxide thickness
EOT, gate perimeter ρG, source and drain doping
NS/D, and channel doping Nch, (c) an example of
MGG variability, and (d) an example of LER variabil-
ity.

 GS=10nm
 Mean Vth

 Ideal Vth

sVth = 33 mV

sVth = 24 mV

sVth = 17 mV

sVth = 10 mV

Fig. 2: Threshold voltage (Vth) distributions due to
MGG variability for different grain sizes (GS). The
threshold voltage deviation (σVth) is also shown, to-
gether with the mean values of the distributions and
the Vth of the device with a constant work-function
(WF) of 4.52 eV (ideal).

 RMS=1.0nm
 Mean Vth

 Ideal Vth

sVth = 36 mV

Fig. 3: Vth distributions due to LER variability for
different root mean square (RMS) deformations and
a correlation length (CL) of 10 nm. The σVth is
also shown, together with the mean values of the
distributions and the Vth of the device without LER
deformation (ideal).
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Fig. 4: Subthreshold slope (SS) versus Vth due to
(a) MGG variability, and (b) LER variability. ID-VG

variability characteristics due to (c) MGG, and (d)
LER. The Pearson’s correlation coefficient (CC) is
also shown. Blue horizontal lines in (c) and (d) refer
to the constant current criteria to set the threshold
voltage: ICC=2.2·10−7 A.
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1. Introduction
The versatile features of memristive devices lead to 
several potential applications such as non-volatile data 
storage, digital logic circuits, hardware security, and 
brain-inspired (neuromorphic) systems. When two 
bipolar mode memristive devices are anti-serially 
connected complementary resistive switching (CRS) 
arises [1]. The combined action of two resistive 
switching devices leads to the alternate appearance of 
high (HRS) and low resistance (LRS) states in the 
current-voltage (I-V) characteristics. This characteristic 
feature can be used to solve the sneak-path problem in 
crossbar arrays [2].  In this work, the electrical behavior 
of two anti-serially connected HfO2-based resistive 
switching devices fabricated with a common bottom 
electrode is investigated. Special attention is given to 
the role played by the operating conditions on the 
resistance window and the gradual/abrupt resistance 
state transitions, being relevant features for a reliable 
performance in real applications. 

2. Experimental
The fabricated devices consist of two anti-serially 
connected 200 nm-TiN/18 nm-Ti/15 nm-HfO2/100 nm-
W memristors with a common bottom electrode. The 
HfO2 layer was deposited by Atomic Layer Deposition 
at 225°C using TDMAH and H2O as precursors, and N2 
as carrier and purge gas. The top and bottom electrodes 
were deposited by magnetron sputtering. Notice that the 
Ti layer acts as an oxygen getter material. A schematic 
representation of the resulting structures is shown in 
Fig. 1. The electrical characterization of the devices was 
carried out using a Keysight B1500 semiconductor 
parameter analyzer. 

3. Results and Discussion
Fig. 2 shows typical I-V loops of single RS devices and 
of two anti-serially connected devices. The electrical 
characterization started with the electroforming process 
of each individual device that led to the formation of an 
oxygen deficient conductive filament (CF) connecting 
the top and bottom electrodes and driving the device to 
the LRS. This process was done by applying a positive 
voltage ramp to the top TiN/Ti electrode, while the W 
bottom electrode was grounded. After that, a RESET 
process was performed by applying a negative voltage 
ramp to the top electrode, which resulted in a partially 

broken CF and led the device to the HRS. Next, the RS 
cycling was done through subsequent SET and RESET 
processes. In order to assess the CRS behavior of two 
anti-serially connected RS devices, a double voltage 
ramp was applied from 0 V to ±|Vlim| (see Fig. 3(a)). As 
shown in Figs. 2(b) and 3(b) two regions with a lower 
resistance (crest regions) exist, one at each voltage 
polarity, characterized by the associated voltages, Vcrest, 
and resistances, Rcrest. In these regions, both devices are 
in the LRS, while in the other regions of the cycle, one 
device is in LRS and the other in HRS. The analysis of 
CRS behavior for different Vlim values (Fig. 3) reveals a 
strong dependence of the CRS window on the maximum 
applied voltage. Furthermore, at high Vlim the transitions 
between states become more abrupt due to the presence 
of snapback and snapforward effects during the SET 
and RESET processes of each memristor, respectively 
[3].  
Fig. 4 shows the average and standard deviation values 
of Rcrest and |Vcrest| as a function of |Vlim| for both 
polarities. It is observed that Rcrest decreases when Vlim 
increases, while Vcrest increases as |Vlim| increases. 
Notice that the observed experimental trends are similar 
for both voltage polarities. To assess the symmetry of 
the CRS I-V loop, the connection between Rcrest and

Vcrest for both voltage polarities has been analyzed, and 
their corresponding Pearson correlation coefficients (ρ) 
have been extracted, giving values of ∼0.96 and 0.82, 
respectively (Fig. 5). These high ρ values are related to 
the almost symmetrical behavior of the CRS (see Fig. 
3a). Effects on the asymmetry of the CRS phenomenon 
will depend on the variations in the RS behavior of 
single devices. These variations can be attributed to the 
inherent variability of the main physical mechanisms 
responsible for the SET, and RESET processes of every 
single memristor, and to the device-to-device variability 
of a given technology. 
In summary, this work demonstrates that the operating 
conditions and the inherent variability present in 
resistive switching structures must be carefully 
considered for reliable applications of CRS structures. 
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Fig. 1. (a) Optical image of the fabricated anti-serially 
connected TiN/Ti/HfO2/W memristors with a common 
bottom electrode. (b) Electrical scheme. (c) Vertical and (d) 
horizontal schematic cross-sections (indicated by the dotted 
arrows in Fig. 1(a)). 

Fig. 2. Typical I-V characteristics obtained for (a) a single RS 
device and (b) two anti-serially connected RS devices. Arrows 
indicate the evolution of the RS and CRS phenomena in (a) 
and (b), respectively. The CF is represented by a truncated-
cone with the smaller radius being adjacent to the Ti layer of 
the top electrode. 

Fig. 3. (a) Experimental CRS behavior in anti-serially 
connected devices for several |Vlim| values. Every 10 cycles 
|Vlim| is decreased from 1.7 V to 1.2 V. (b)-(c) RS behavior of 
each single device for Vlim = [-1.4,1.1] V using a Icompliance = 
10-2 A during the SET process. The inset in each figure
shows a top view optical microscope image of the structure,
where the biased and grounded terminals are indicated.

Fig. 4. (a) Average values for Rcrest versus |Vlim|, and (b) 
|Vcrest| versus |Vlim|, for positive (orange squares) and negative 
(green dots) voltage polarities. The error bars indicate the 
standard deviation.   

Fig. 5. Rcrest at positive voltage polarity as a function of Rcrest 
at negative polarity, and (b) |Vcrest| at positive voltage polarity 
as a function of |Vcrest| at negative polarity for several |Vlim| 
values, and their corresponding Pearson correlation 
coefficients. 
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1. Abstract
Graphene has attracted increasing attention in recent 
years due to its excellent mechanical, optical and 
electrical properties [1]. Its high theoretical specific 
surface area (SSA = 2630 m2 g-1) and high electrical 
conductivity make it an attractive material for many 
industrial applications [2,3]. Also, it is a flexible 
transparent material that can be used for solar cells, light 
emitting diodes (LEDs, OLEDs), touchscreens and LCD 
displays [4], and in the near future, its flexibility will let 
to create foldable and wearable devices. In particular, as 
a consequence of the increasing demand for more 
efficient, longer-lasting and more compact portable 
electronic devices, the use of graphene in energy storage 
devices is one of the most promising applications for 
this material [5]. 

We report on the precise fabrication of low cost, high-
performance electrochemical supercapacitors with 
electrodes based in reduced graphene 
oxide(rGO)/polyaniline nanofiber composite electrode 
[5]. An infrared laser has been used to reduce the 
graphene oxide, converting the initial graphene oxide 
(GO) compact layer into a three dimensional open 
network of exfoliated graphene flakes (LrGO). This 
highly conducting porous structure is well suited for 
electrodepositing pseudocapacitive materials owing to 
its large surface area. Polyaniline nanofibers have been 
controllably electrodeposited [6] on the graphene flake 
network, not only extending further the electrode 
surface area and providing it with a strong 
pseudocapacitance but also preventing the restacking of 
the graphene sheets during the subsequent device 

processing and charge-discharge cycling. 
The composite electrode (LrGO-PANI) presents 
specific capacitance of 442 F g-1, as compared to 81 F g-

1 of the bare rGO counterpart (Fig 1), and capacitance 
retention of 93% over 1000 cycles. 

The progress in silicon-heterojunction solar cells requires 
to develop new architectures of transparent front 
electrodes in order to generate and extract current in a 
more efficient way [7]. State-of-the-art contacts for this 
application are a wide variety of transparent conductive 
oxides (TCOs). Among them, the one most commonly 
used is an 80-nm-thick indium tin oxide (ITO) layer. But 
the cost and scarcity of indium and its rather limited sheet 
resistance, not below 100 Ω/sq for such thicknesses, lead 
to the search of new strategies [8].  

New architectures of indium-free TCO-based transparent 
electrodes incorporating one, two and three atomic 
graphene layers, respectively in different configurations 
were   explored as possible approaches to improve 
silicon-heterojunction-cell front contacts. The results 
reveal that the transparent-electrode properties (Fig. 2) 
dramatically depend on the order in which the TCO and 
graphene layers have been deposited [9]. 

In conclusion, graphene can be used in energy generation 
and storage devices and it is possible to create a hybrid 
device that combine these two devices. 
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Figure 1: Gravimetric capacitance as a function of the current 
density for the GO, LrGO and PANI-LrGO electrodes. 

Figure 2:    Conductance and  resistance  maps  of three 
graphene  layers transferred  on top of the  ITO/Si substrate 

system. 
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1. Introduction
The advances in transistor technology have made 
possible to reach the milestone of THz amplification with 
a 25-nm InP high electron mobility transistor (HEMT) 
[1]. When operating as detectors, HEMT transistors are 
able to detect RF signals much above their cutoff 
frequencies, what makes GaN-FET-based THz detection 
feasible despite the lower cutoff frequencies of GaN 
HEMTs [2,3]. In this contribution, we report on the 
experimental study of GaN-based HEMTs operating as 
zero-bias microwave detectors up to 43.5 GHz at low 
temperatures below 100 K. The injected RF signal is 
coupled to the drain terminal and the DC voltage output 
signal is recorded at the drain as well. The gate is only 
used to bias the device in the appropriate region. 
Responsivity (β) is just the ratio between the detected 
output voltage and the injected power. A very simplistic 
quasi-static (QS) model based only on the IDS-VDS curve 
is able to successfully fit the measurements in the entire 
gate bias sweep and for all the temperature range. 

2. Device under test and experimental setup
In this work, we focus our study on an AlGaN/GaN
HEMT grown on a high resistivity silicon substrate with
two-fingers, a gate length LG=75 nm, a drain-to-source
distance LDS=2.5 μm and a width of 25 μm [4]. For the
measurements, the sample, located inside a LakeShore
CRX-VF cryogenic probe station, is on-wafer connected
to a VNA Keysight N5244A, used as RF source, and a
two-channel SMU B2902A, which allows both biasing
the device and record the output detected voltage. One
channel of the SMU is connected to the gate and the other
to the drain terminal, in this case through the internal
bias-tee, making possible combining the RF input and the
DC bias. The selected operating temperatures are 8, 20,
50 and 100 K. Figure 1 presents and scheme of the setup.

3. Results
Figure 2 shows the IDS-VDS at 8 K for various VGS values 
in the region of interest for zero-bias detection 
applications. The threshold bias, Vth, is around -4.0 V, 
almost independent of the operating temperature. Based 
on the static DC curves, an analytical quasi-static (QS) 
model is able to predict the responsivity (βQS) at low 

frequency based on the differential channel resistance 
RDS and the bowing coefficient γ (see [5] for details). In 
Figure 3, the estimated values of βQS= -0.5RDSγ(1-ǀГǀ2) 
(symbols) are presented together with the measurements 
of responsivity β at 1 GHz, showing an excellent 
agreement in the whole range of VGS, even in 
subthreshold bias conditions. It is important to remark 
that β reaches its maximum for VGS slightly above Vth 
(around 0.1-0.2 V higher). Note that RDS significantly 
increases in the subthreshold region, while shows a 
maximum just above Vth (see inset of Figure 2) thus 
explaining the dependence of the responsivity on VGS. On 
the other hand, the enhanced values of found at higher 
temperature also explain the increase of the responsivity. 
Interestingly, at higher temperatures (results not shown 
here), β exhibits a plateau in the subthreshold region (not 
reproduced by the QS model) and this peak is not 
observed. To analyze the frequency performance, Figure 
4 shows the measured β up to 43.5 GHz for the optimum 
gate voltage, showing values of hundreds of V/W and a 
slow roll-off with cutoff frequency about 40 GHz, 
independently of the temperature. The slight increase of 
β at 100 K can be attributed to the higher value of  
observed in the inset of Figure 2. Finally, in order to 
evaluate the quality of the detector, the noise equivalent 
power (NEP) is calculated. Since we operate in zero-bias 
conditions, noise can be estimated using the Johnson-
Nyquist formula, thus providing NEP=√(4kBTRDS)/β. As 
observed in Figure 5, for each temperature the lowest 
NEP is reached again when VGS is slightly higher than Vth, 
and also higher that the value providing the maximum β. 
NEP takes excellent values, 0.84 pW/Hz1/2 for 8 K, 
increasing up to 2.2 pW/Hz1/2 for 100 K.  
For the sake of comparison, results in transistors with 
other gate lengths will be presented at the conference. 
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Fig. 1. Sketch of the measurement setup. The cryogenic 
probe station connects the transistor to the VNA and the 
SMU. Ground-signal-ground probes allow to access the 
device. All the system is controlled by means of a 
LabView code accounting for the losses of the cables and 
tips to ensure that a RF power of -15 dBm reaches the 
reference plane of the transistor.  

Fig. 2. IDS-VDS characteristics of the reference transistor at 
8 K. Inset: Resistance RDS and bowing coefficient γ from 
8 K to 100 K.  

Fig. 4. β measured vs. frequency between 1 GHz and 
43.5 GHz at temperatures from 8 K to 100 K for the VGS 
providing the best responsivity in each case. 

Fig. 3. β measured at 1 GHz (lines) and extracted using 
the QS model (symbols). (a) 8 K, (b) 20 K, (c) 50 K and 
(d) 100 K. Vertical lines indicate the threshold bias Vth.

Fig. 5. NEP measured at 1 GHz (lines) and extracted using 
the QS model (symbols). (a) 8 K, (b) 20 K, (c) 50 K and 
(d) 100 K. Vertical lines indicate the threshold bias Vth.
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1. Abstract
Periodic quantum dot solids are new materials in which
quantum dots  are  periodically  distributed  in  space[1].
The properties  of  these materials  are explored to find
applications  in  new photovoltaic  devices.  In  order  to
shed  light  on  these  future  applications,  investigating
carrier  transport[2]  and  light  absorption  are  of
paramount importance[3].
The first step to investigate these systems is to compute
their electronic structures. In this work we present the
electronic structure of one- (1D), two- (2D) and three-
dimensional  (3D)  quantum  dot  solids  made  of  12  Å
radius  InAs  quantum  dots.  Two  different
stoichiometries are studied. In the first case (system A)
the quantum dot has an In  atom in its  center  and the
interdot  contact  surfaces  along the (111) directions in
the arrays are mainly arsenic atoms. In the second case
(system  B)  the  atomic  positions  are  inverted,  and
therefore  the contact  surfaces  between neighbours  are
mainly indium atoms.
The  influence  of  dimensionality  and  stoichiometry  in
these quantum dot solids are discussed.

2. Theoretical framework

3. Results
Figure 1 depicts the systems studied in this work. They
are  linear  (one-dimensional  array),  square  (two-
dimensional array) and cubic (three-dimensional array)
lattices.  The interdot distance is one-bond length. The
systems  A  and  B  have  different  stoichiometry,
interchanging all the In and As atomic positions in the
whole solid.
Figure 2, 3 and 4 show the miniband structure of these
systems. All the arrays show flat miniband structure in
the  valence  band  regardless  dimensionality  and
stoichiometry. This is related with the weak coupling of
the  valence  band  wavefunctions  in  InAs  between
neighbouring dots, related to the greater  valence band
effective masses in this material.
About the minibands in the conduction band, system A
shows wider minibands than system B. This is due to
the greater interdot coupling in the former which can be
attributed  to  the  atomic  distribution  in  the  interdot
facets.
About  dimensionallity,  three-dimensional  systems
exhibit greater miniband curvatures because of greater
coupling with neighbours (6 neighbours vs 4 and 2 in
two- and one-dimensional  arrays).  This will  influence
the effective mass for carrier transport in these quantum
dot solids.
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Fig.1. Quantum dot solids (a) one-, (b) two- and (c) three-
dimensional arrays. Yellow and green spheres represent

arsenic and indium atoms respectively in system A. In system
B colours represent the opposite atoms because of the inverted

stoichiometry.

Fig.2. Miniband structure of a one-dimensional quantum dot
solid. The minibands corresponding to system A (see text) are
drawn in black; in blue, the ones corresponding to system B

(see text). The horizontal axis sweeps the Brillouin zone. The
energy in the vertical axis are referred to the vacuum level.

Fig.3. Miniband structure of a two-dimensional quantum dot
solid. The minibands corresponding to system A (see text) are
drawn in black; in blue, the ones corresponding to system B
(see text). The energy in the vertical axis are referred to the

vacuum level.

Fig.4. Miniband structure of a three-dimensional quantum dot
solid. The minibands corresponding to system A (see text) are
drawn in black; in blue, the ones corresponding to system B
(see text). The energy in the vertical axis are referred to the

vacuum level.
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1. Introduction
In this work, with the help of a semi-classical two-
dimensional Monte Carlo (MC) simulator, we study the 
DC current-voltage curves of Self-Switching Diodes 
(SSDs) fabricated on an AlGaN/GaN heterostructure 
from 100 K up to room temperature. Due to the very 
narrow channel of the SSDs, the presence of surface 
effects plays a key role not only on their DC behavior but 
also on their RF detection performance. The 
characteristic times and energies of such surface states 
have been determined through impedance measurements 
in [1]. The low-frequency dependence of the zero-bias 
responsivity at different temperatures (T), Figure 1, 
shows clearly the signature of the traps, also originating 
a change in the sign of the voltage response. The 
evolution with T of the negative surface charge density 
(σ) at the etched sidewalls of the SSD is the key 
magnitude to explain such behavior. In this work, we 
focus our attention at DC level, since it can also explain 
the low-frequency responsivity [2]. At 300 K, MC 
simulations with a constant value of σ are able to replicate 
very satisfactorily the experiments. However, to 
reproduce the shape of the I-V curve at low temperatures, 
a more realistic approach where σ depends not only on T, 
but also on the applied bias (V), is necessary, as we report 
in this contribution.  

2. Device and surface charge models
The operation of SSDs lies on the high surface-to-volume 
ratio of its channel and the asymmetry originated by two 
L-shaped insulating trenches. The nanometer channel of
the planar SSD produces a non-linear current-voltage
relationship [3]. It is worth noting that the during the
fabrication process, the etching of the sidewall trenches
which define the channel creates surface traps at the
semiconductor-air interfaces, partially depleting the
conductive semiconductor channel, with a strong impact
on the device performance. The more simplistic way to
include the surface effects in the MC tool is to use a
constant value of σ for each T. Based on the value of the
net background doping NDb=1017 cm−3 assigned to the
GaN channel (see Ref. 4 for details), the lateral depletion
at each side can be calculated as Wd=σ/NDb. In this work,
we simulate a 1 µm long and 80 nm wide single channel
SSD (see the inset of Fig. 1). According to electrical
measurements of SSDs with different widths (W), the

value of Wd at equilibrium and 300 K is 18 nm [1]. For 
narrow channels and lower temperatures the channel is 
almost completely closed, and a more advanced 
algorithm is required due to the complex nature of the 
traps occupancy. The suggested method is to adjust the 
value of σ for each applied bias, i.e. σ = f (V,T), which is 
computed by means of MC simulations using “reverse 
engineering”, comparing the experimental I-V curve at 
each T with the simulations made with varying values of 
σ(V). 

3. Results
An inspection of the measured I-V curves (Fig. 2) reveals 
a surprising decrease of the current (and increase of the 
resistance, see the inset) at low T, most likely related to a 
significant increase of the surface charge at the sidewalls 
of the trenches, suggesting a thermal activation of the 
surface traps. We have simulated the mentioned SSD 
using different values of the constant surface charge 
density for each temperature. Circles of Figure 3 
correspond to the simulations using the values of σ which 
correctly reproduce the zero-bias resistance (σ/q=18, 35 
and 39.4×1015 m-2 for 300, 200 and 100 K, respectively). 
A fairly good agreement between such MC simulations 
and the experiments is found in the whole bias range 
under analysis for T above 220 K, indicating that a 
constant value of σ is able to model the behaviour of the 
device. For T<220 K, a good agreement can only be 
achieved if a bias-dependent surface charge density is 
employed. A series of MC simulations with constant σ 
have been compared with the measured I-V curve, so as 
to straightforwardly estimate the required value of σ to fit 
the current values at every bias point. The so obtained 
values of σ(V,T) providing the good agreement with the 
experiments are plotted on the right axis of Figure 3. 
Also, Figure 4 shows the complete colour map of σ(V,T). 
As expected, σ(V) is practically constant for 300 K, but 
shows a maximum around zero-bias for lower T. It is also 
remarkable that σ(V) is very asymmetric for 100 K (much 
higher for positive V), behaviour which is at the origin of 
the change of the sign in the response shown in Fig. 1, 
since it makes the bowing coefficient (inset Fig. 2) of the 
I-V curve to be negative at low T (the curve becomes
concave, instead of the typical rectifying convex shape of
the I-V). More details, and results corresponding to
different SSDs, will be presented at the conference.
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Fig. 1. Zero-bias responsivity, β∆V, as a function of frequency 
between 100 MHz and 40 GHz for 100 K, 200 K and 300 K. 
The inset shows the geometry of the SSD under study. 

Fig. 2. I-V curves of the SSD under test for different 
temperatures. The inset shows the zero-bias resistance, R, and 
the bowing coefficient, γ, obtained with the QS model [2].  

Fig. 4. Surface charge density color map as a function of 
temperature and applied bias. The lower the temperature the 
higher the surface charge values.

Fig. 3. Comparison of the measured (lines) and MC simulated 
(circles) I-V curves (left axis) for three temperatures (a) 100 K, 
(b) 200 K and (c) 300 K. Stars (right axis) represent the
obtained values of surface charge density as a function of the
bias.
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1. Introduction and model
The nonlinearity of the C-V characteristic is the key 
parameter to optimizing the THz performance of the 
Schottky Barrier Diodes (SBDs) as frequency 
multipliers [1]. For high-frequency applications, where 
the anode surface needs to be significantly reduced, the 
intrinsic capacitance C dramatically deviates from its 
ideal value due to 2D edge fringing effects. The edge 
capacitance, CEE has been modelled using the parameter 
β as CEE= β·εSC, where εSC is the dielectric constant of 
the semiconductor (8.9 in GaN) [2]. For the calculation 
of CEE in realistic topologies, a semiclassical ensemble 
MC simulator of carrier transport self-consistently 
coupled with a 2-D Poisson solver has been used. The 
MC simulated structures (Fig. 1) are based in fabricated 
planar SBDs as those shown in the picture [3]. The layer 
structure consists of a highly doped substrate with 
doping NS=5×1018 cm-3 and an epilayer with doping 
NE=3×1017 cm-3. The Schottky contact is placed on the 
top of the epilayer. Simulations with different values of 
some of the geometrical parameters have been carried 
out in order to find the optimal configuration to reduce 
edge effects. Silicon nitride (Si3N4), air, SiO2 and a 
high-k dielectric, with dielectric constants of 7.5, 1.0, 
3.9 and 25.0, respectively, have been considered as 
passivation dielectrics in the simulations in order to 
study their influence on the edge effects (EEs). For 
simplicity, the possible surface charge effects are not 
taken into account, thus a surface charge density σ=0 is 
considered at the semiconductor-dielectric interfaces.  

2. Results and conclusions
The total depleted charge per unit length can be 
expressed as  

Q(V)=QIdeal(V)+β·εSC·(V-Vb) (1) 

with QIdeal(V)=-Lsch·q·NE·W(V), being Lsch the size of the 
Schottky contact, q the electron charge, W(V) the depth 
of the depletion region and Vb the built-in voltage of the 
Schottky contact [4]. MC simulations allow us to obtain 
the depleted charge, QMC, so that the β parameter is 
calculated from the slope of (QMC-QIdeal) vs (V-Vb) (Fig. 

2). We have studied how β is affected by the values of 
several technological parameters. First, related to the 
passivation dielectric (thickness, Wdiel, and type of 
dielectric material), Fig. 3, finding that, as expected, the 
edge effects increase with Wdiel and the permittivity of 
the dielectric. The effect of the epilayer lateral 
extension, LEP (Fig. 4), is also important. For long 
enough LEP, β remains almost constant, but when LEP is 
shorter than given length, β significantly decreases. This 
geometrical limit depends on the dielectric, the higher 
the permittivity the higher the value at which LEP starts 
decreasing. Fig. 5 illustrates the region where edge 
effects are relevant (red color means change in electron 
concentration with applied voltage) and how EEs are 
more pronounced for higher dielectric permittivity. We 
have also modified the size of the ohmic contact, its 
separation with the mesa, Ldiel, and we have eliminated 
the Lcap, β not being affected in either case. Therefore, 
the optimization of the topology of the SBDs based on 
these results could be made, also taking into account the 
restrictions that the technological process imposes to the 
fabrication of the devices. 
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Fig.1. Schematic topology of the 2D MC simulated SBDs. 
Inset: Image of a real SBD fabricated at IEMN.  

Fig.2. The depleted charge minus the ideal charge (QMC-
QIdeal) versus V-Vb. The EEs parameter is calculated from the 
slope of this representation. For the calculation we use certain 
reverse bias points far from flat-band conditions, where there 
is a linear behavior. 

Fig.3. Dependence of the β parameter on Wdiel, for two values 
of Ldiel (200 and 500nm), with different dielectrics as Silicon 
nitride, (black), air (red), Silicon dioxide (green) and a high-k 
dielectric (blue). 

Fig.4. The β parameter calculated for different dielectrics 
versus LEP.  

Fig.5. Map of the local contribution to the total capacitance 
per unit length, calculated as the variation of the electron 
charge per unit length between flat-band conditions and the 
bias point -4.0V, divided by the voltage difference, for 
different dielectric constants: a) silicon nitride, a) air and c) a 
high-k dielectric. Only the dashed rectangular zone in Fig 1 is 
represented. The red color represents the region where the 
electron charge is modified by the bias and the yellow dashed 
rectangular zone indicates the ideal depletion region, so the 
EEs region can be visualized. 
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1. Abstract
Taking full advantage of the radio-frequency (RF) 
performance of graphene field-effect transistors 
(GFETs) involves operating such devices around their 
cut-off frequency. In such operating frequency regime, 
when the transition time of the excitations applied to the 
device terminals is less than the transit time of carriers 
traveling from source to drain, the device suffers from 
significant carrier inertia so that it cannot follow the 
electrical variations and the so-called non-quasi-static 
(NQS) effects appear. In this work, we investigated 
requirements for the experimental demonstration of 
these effects. This requires a careful design of the 
experiments given the high frequencies involved. 
Specifically, we found that the influence of contact 
resistance could hinder the observation of the NQS 
effects. We explored this issue to pave the way for the 
observation of the NQS phenomena. 

2. Quasi-static approximation
In the quasi-static (QS) regime, the channel charge is 
able to follow the voltage variations and serves as a 
reference to compare against the NQS behavior. The QS 
regime can be obtained from the equivalent circuit [1] 
depicted in Fig. 1a, where the small-signal elements are 
calculated by the previously developed model [2], [3].  

3. Non-quasi-static approximation
The NQS effects are modeled by coupling the continuity 
equation to the transport description [4]. Fig. 1b shows 
the first-order (1st) NQS equivalent circuit of a GFET, 
where the small-signal parameters are calculated [4]. In 
addition, we can numerically compute the NQS (Nth-
order) or equivalently use the multi-segment approach 
that consists of breaking down the graphene channel to 
several sections, each section being short enough to be 
modeled quasi-statically [4], [5]. 

4. Results
A prototype GFET is described by the parameters 
collected in Table I. A thorough explanation about the 
meaning of the input parameters can be found in Ref. 
[2]. We have studied the frequency-dependent 
admittance ym=y21-y12, which is widely used to explore 

the electrical gate control of the transistor channel over 
the frequency [6]. We have found that ym has a zero and 
two poles in the frequency domain, as shown in Fig. 1c. 
The zero occurs at a frequency f1= gm/(2π(Cdg–Cgd)), 
while the frequency of the poles is proportional to the 
inverse of the metal-graphene contact resistance (Rc). 
Figs. 2a-c show the comparison of |ym| between the QS, 
1st-NQS and Nth-NQS, for Rc·W = 1, 0.28 and 0.1 
kΩ·µm, respectively, where W is the channel width. 
Figure 2a shows that the three approaches predict the 
appearance of a pole at a frequency close to the intrinsic 
cut-off frequency (fT,i). Figure 2b shows a particular 
situation where the specific value of Rc=Rc,limit 
compensates a zero and a pole (τ1=τb) in the QS case. 
Below such value (Rc<Rc,limit), the zero is dominant as 
shown in Fig. 2c. The upward-going magnitude 
predicted by the QS model at high frequencies is clearly 
unrealistic, since it suggests an enhancement in the 
forward gate-to-drain gain, contrary to the expectation 
that, at high frequency, electrical control of the gate on 
the drain current is gradually lost due to the carrier 
inertia in the graphene channel. A contact resistance 
Rc<Rc,limit is required so the pole exhibited by |ym| is 
located at a frequency above fT,i which would allow to 
distinguish between QS (predicted to give an upward-
going |ym|) and NQS behavior (predicted to give a 
downward-going |ym|). The fulfillment of this condition 
would help to demonstrate the appearance of the NQS 
effects in the graphene channel. 
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L 1 µm VG0 0 V 

W 10 µm µ 0.2 m2/Vs 

Ct 7.97 mF/m2 T 300 K 

Table 1. Physical and electrical parameters of the GFET 
under test. W and L are the graphene channel width and 
length, respectively; Ct is the geometrical capacitance per 
unit area of the gate oxide (10-nm thick Al2O3). VG0 is the 
offset voltage, µ is the carrier mobility and T is the 
temperature. A thorough explanation about the meaning of 
such input parameters can be found in Ref. [2].

Fig.1. a) Complete charge-based QS intrinsic small-signal 
model of a GFET [1]. b) First-order NQS intrinsic equivalent 
circuit of a GFET in common-source configuration by means 
of lumped elements [4]. c) Schematics of the GFET resistive 
network. The extrinsic equivalent circuit is formed by an 
intrinsic description of the device (Figs. 1a-b) and two 
contact resistances (Rc) connected to the drain and source 
terminals, respectively. d) Explicit expression of the 
frequency-dependent admittance ym=y21-y12. It results in the 
extrinsic transconductance at zero frequency, gm,c, and 
presents a zero at a frequency f1=1/(2πτ1) and two poles at 
fa=1/(2πτa) and fb=1/(2πτb) that are highly dependent on the 
contact resistance. 

Fig.2. Graph of |ym| vs. frequency for a contact resistivity of 
a) 1000; b) 280; and c) 100 Ω·µm. A comparison among the
outcomes obtained by the QS (blue solid line), 1st-order NQS
(red solid line) and the Nth-order NQS (yellow solid line)
approaches is provided. The frequencies of interest are
depicted by vertical solid lines. The device is biased at VGS,ext 
= 1.5V and a VDS,ext = 1V. The cut-off frequency is defined as
the frequency at which the magnitude of the small-signal
current gain (h21=|y21/y12|) of the transistor drops to unity. We
distinguish between the intrinsic cut-off frequency, fT,I,
calculated by neglecting the contact resistances, and the
extrinsic cut-off frequency, fTx, calculated without neglecting
the contact resistances. According to our results, the
appearance of the NQS effects is linked to the fT,I which deals
with the time that carriers take to travel from drain to source
which is related to the intrinsic properties of the graphene
channel.
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In this work, an energy-based analysis has been performed
for the reset transition of ReRAM memristive devices. We have
used a simple memristor model in the Flux-Charge (φ−Q), ex-
tending previous work in [1], [2]. We have performed a quasi-
static analysis for the reset transition of a bipolar ReRAM
memristive device in order to relate the model parameters with
a state variable, the temperature. We have considered a voltage
ramp input with different slopes, and we have assumed that
these ramps are slower than the physical mechanisms inside
the memristor. A non-quasi-static model (NQS) could include,
as a first approximation, the thermal capacitance that we have
ignored, and this approach is currently under study.

In order to show that the proposed model follows the
formalism in [3], we have written the corresponding equations
side by side in Table I. It is worth mentioning that the POP
equation implies that dT/dt = 0, so the system presents long
term memory, as expected. The model correctly predicts the
behaviour of the device, as can seen in Fig. 1, which shows
the modeled memconductance (line) versus the experimental
data (symbols). Figure 2 shows the modeled energy (lines)
versus the one extracted from experimental data. As can be
seen, the fitting is also fairly good. Figure 3 shows the effect
of the variability on the model, depicting the final energy at
the reset point for different cycles and different slopes.

TABLE I: Comparison between the formalism proposed in [3]
and the model developed in this paper.

Ref. [3] Proposed model

Q = f(φ, V,X) Q = Qrst · ( φ
φrst

)n

X = (x1, x2, .., xk)
T X = T (T ≤ Trst)

dX
dt

= g(φ, V,X) dT
dt

= 2·n2·Qrst·α·θ
φn
rst

· φn−1 · V

We have shown the effects of changing the slope on the
reset point and model parameters, and introduced a method
to estimate the new parameters, assuming that the important
parameters are those that describe the process in the φ − Q
space more than those in the V − I domain. In any case, it
has been shown that the total energy up to the reset point
is dependent on the input ramp, thus strongly hinting at a
thermally driven degradation mechanism as with a slower
input signal more energy will be dissipated to the ambient.

TABLE II: Mean values and standard deviations of the ob-
tained values for the reset energy and the calculated ones.

Slope Erst(mJ)

(V/s) Experimental (??)

0.01 12.46 ± 0.71 12.33

0.0133 10.27 ± 0.82 10.11

0.0198 6.88 ± 1.03 6.71

0.0393 3.55 ± 0.41 3.47

TABLE III: Comparison between the calculated values for
flux, time and, charge, respectively and those extracted from
experimental values.

Slope φrst(V.s) trst(s) Qrst(mC)

Exp. Model Exp. Model Exp. Model

0.01 17.90 19 61.00 61.64 31.55 34.2

0.0133 14.22 14.29 47.10 46.35 25.17 25.71

0.0198 9.13 9.60 30.90 31.13 16.17 16.31

0.0393 5.04 4.83 16.20 15.69 8.45 8.22

Finally, we have found that the Qrst multiplied by the slope
of the signal is nearly a constant, as shown in Fig. 4. We
have shown that the total accumulated charge is a function of
the flux. This concept has also been shown by using different
input signal slopes.
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Fig. 1: Experimental (symbols) and modeled (line) conduc-
tance up to the reset point vs. voltage for a single cycle.

Fig. 2: Experimental energy (symbols) and model (continuous
lines) vs. flux up to the reset point for different operating
slopes.

Fig. 3: Effect of changing the slope on the reset energy. Points
correspond to data extracted from measurement with different
slopes, while line shows the model.

Fig. 4: Histogram of the product Qrst ·S. The line is to Beta
distribution with mode 308µW and median 328µW.
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Abstract 
This work deals with the incorporation of uncorrelated 
cycle-to-cycle (C2C) variability in the LTSpice 
memdiode model for RRAM devices. Variability in the 
I-V curves is addressed through an in-depth statistical
characterization of the experimental data using the
fitdistribplus package for the R language. The best
candidate distributions for the most significant model
parameters are included in the model script and used for
performing Monte Carlo simulations.

1.Introduction
RRAMs are two terminal devices with a non-volatile
switching resistance that are currently considered not
only for memory arrays but also for a wide range of
applications including neuromorphic computing, logic
gates, etc. Nevertheless, one of the major drawbacks that
faces this technology concerns with its inherent
variability, which is associated with the formation and
destruction of the filamentary conducting structure at
atomic scale [1]. Since variability is at the heart of
RRAM operation, inclusion of this phenomenon in any
compact model intended for circuit simulation
environments is of utmost importance. In this work, the
introduction of uncorrelated C2C variability in the quasi-
static memdiode model (QMM) [2] is explored.
Importantly, uncorrelated C2C does not mean that the
parameter estimators can be independently chosen. Since
the I-V curve is evolutionarily generated by the input
signal, there is a connection among the average and
dispersion values of the model parameters called at each
section of the I-V curve that must be addressed first in
order to obtain realistic SPICE simulations.

2. Devices and experimental results
HfO2-based MIM structures were investigated in this
work. The oxide thickness is 10nm and the area of the
devices 5x5m2. The bottom electrode is a 200nm-thick
W layer and the top electrode is a 200nm-thick TiN layer
on top of a 10nm-thick Ti layer acting as oxygen getter
material [3]. Simulations are compared with
experimental data obtained from 450 voltage sweeps.
The complete set of experimental I-V curves and the
median curve are shown in Fig. 1.a. High (IHRS) and low
(ILRS) resistance state currents are extracted at V=0.2V.
The snapback (SB) correction is calculated as 𝑉𝑆𝐵 =

𝑉𝑎𝑝𝑝𝑙𝑖𝑒𝑑 − 𝑅𝑖 · 𝐼𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑, where Ri is the SB series
resistance. Ri is chosen so as to achieve a current increase 
at a constant transition voltage VT (see Fig. 1.b) [4]. This 
correction is carried out for every cycle. The RESET 
voltage VR is the voltage corresponding to the maximum 
current reached at negative bias and the SB current ISB is 
found from the last data point before the occurrence of 
the SET jump. The extracted parameters for the whole set 
of curves were analyzed using the fitdistrplus package for 
the R language [5]. The Cullen and Frey skewness-
kurtosis (SK) graph (Pearson plot) is used first as an 
indicator of the suitability of the different distributions 
available (normal, lognormal, gamma, Weibull, logistic). 
Notice the location of the observation (blue dot) with 
respect to the theoretical symbols and lines. Goodness of 
fit and criteria in combination with quantile-quantile (Q-
Q) plots were used to determine the best candidate 
distribution. As examples, Tables 1.a and 1.b show the 
goodness of fit and criteria for VT and VR. Figs. 2 and 3 
show the SK graphs and Q-Q plots for all the parameters 
analyzed: a) VT, b) VR, c) Ri, d) ISB, e) IHRS, f) ILRS. The rest 
of the parameters, VT, IHRS and ILRS follow a lognormal 
distribution while VR and ISB are better described by a 
normal one and Ri by a logistic one.  

3. QMM with variability
Once the model parameter distributions are established,
they are included in the header of the model script (not
shown here). The rand and gauss functions in LTSpice
and their transformations are used to generate the
appropriate parameter values. In Fig. 4, experimental and
simulated curves are compared. It is shown that
simulations reproduce the main features of the
experimental I-V curves.
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Figure 1: a) Experimental I-V curves: 450 cycles and median 

curve. b) Voltage correction to see the snapback effect in a 

single cycle and parameter specification. 

Figure 2. Show the Cullen and Frey SK plots for all the studied 

parameters: a) 𝑉𝑇, b) 𝑉𝑅, c) 𝑅𝑖, d) 𝐼𝑆𝐵, e) 𝐼𝐻𝑅𝑆, f) 𝐼𝐿𝑅𝑆

Table 1 : Goodness-of-fit statistics (Kolmogorov-Smirnov, 

Cramer-von Mises, Anderson-Darling) and criteria (Akaike’s 

and Bayesian) for a)  𝑉𝑇, b) for 𝑉𝑅.

Figure 3. Show the Q-Q plots for all the studied parameters: 

a) 𝑉𝑇, b) 𝑉𝑅, c) 𝑅𝑖, d) 𝐼𝑆𝐵, e) 𝐼𝐻𝑅𝑆, f) 𝐼𝐿𝑅𝑆

Figure 4. Experimental and simulated curves comparison. a) 

I-V curves and b) I-V curves applying the SB voltage

correction.

a)  

Method Normal Lognormal Gamma Weibull 

St
at

. 

K-S 0.0375 0.0295 0.0298 0.0856 

C-vM 0.1289 0.0576 0.0696 0.9333 

A-D 0.9495 0.3944 0.5076 6.343 

C
ri

. 

AIC -1654.55 -1662.72 -1661.04 -1585.18

BIC -1646.34 -1654.501 -1652.82 -1576.96

 b). 

Method Normal Lognormal Gamma Weibull 

St
at

. 

K-S 0.0275 0.0449 0.0393 0.046 

C-vM 0.045 0.1709 0.1149 0.2497 

A-D 0.2707 1.043 0.6944 1.858 

C
ri

. 

AIC -1500.53 -1487.75 -1493.46 -1480.1

BIC -1492.32 -1479.532 -1485.25 -1471.89
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1. Abstract
This abstract reports the development and 
characterization of a wearable sweat biomonitoring 
patch suitable for continuous assessment of the 
physiological state of individuals during the practice of 
exercise. Results demonstrate the feasibility of paper-
based microfluidics and pH, sodium, and potassium ion 
selective field effect transistors (ISFETs) under 
continuous monitoring. 

2. Introduction
During exercise performance, sweating leads to the loss 
of water and electrolytes due to thermoregulatory 
action. The monitoring of this electrolyte imbalance 
would enable personalized diagnosis and would help to 
prevent pathologies related to dehydration.[1] Several 
attempts have been reported in the last decade to 
achieve compact, affordable, and wearable platforms for 
healthcare and sport activities real-time monitoring. [2]  
This work reports the development and evaluation of a 
wearable patch for monitoring biomarkers in sweat 
during the practice of exercise. The platform includes 
paper-based microfluidics to collect and drive sweat 
samples to an array of silicon solid-state sensors 
packaged on a flexible patch-like substrate.  
Paper-based microfluidics enable working with the low 
sweat rates produced by an individual during exercise. 
Besides, microfabricated sensors allow integration with 
various interfacing electronic readouts being CMOS-
compatible.  

3. Experimental
A patch of 2,5 cm x 5 cm containing a microfluidic 
structure and an array of sensors has been designed and 
tested (Fig. 1a). The flexible substrate is made of 
polyimide (Kapton®) and includes the required 
electrical tracks for sensor connection to the electronics.  
Sensors include ISFETs for pH, Na+ and K+ 
determination and two thin film microelectrodes (TFM) 
for conductivity and reference electrodes. The platinum 
reference electrode was coated with Ag/AgCl ink to 

perform as a quasi-reference electrode.  
To fix and align the sensors and the paper, laminated 
materials like polymethyl methacrylate (PMMA) and 
silicone-based adhesive are used. Whatman® Grade 1 
paper was used for microfluidics.  
The synthetic sweat was prepared as described in [3]. 

4. Results and Discussion
The performance of the different sensors has been 
studied. ISFETs showed almost Nernstian sensitivities 
(average sensitivity of 55,5 mV dec-1) in the range of 
concentrations of the ions in sweat (pH 4-8, 1-100 mM 
for Na+, and 3-21 mM for K+). They also demonstrated 
good sensitivities (average sensitivity of 51,0 mV dec-1) 
in a synthetic sweat solution. Other parameters such as 
the matrix effect, the repeatability for consecutive 
calibrations (average standard deviation of 1,3 mV/dec 
in triplicates (n=13)) and the long-term stability 
(average standard deviation of 8 mV/dec in 46 days 
(n=13)) were also studied for Na+ ISFETs to complete 
the model of the sensor’s response. 
The average time for a solution to reach the sensors 
through the microfluidic channels at the flow rate of real 
sweat (1,5 μL min-1 cm-2) was about 15 min. Using this 
microfluidic design, Na+ ISFETs responded 
dynamically to changes in concentration with 
sensitivities of 54,9 (1,6) mV dec-1 (n=3). In the case of 
artificial sweat, they showed sensitivities of 50,9 (8,3) 
mV dec-1 (n=3) (Fig. 1b). 
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Fig.1. a, Wearable patch with sensors and microfluidics 
structure. b, Response of three Na ISFETs placed in the same 

patch with increasing concentrations of Na+ in a synthetic 
sweat solution.
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1. Abstract
In this work we have explored the use of a Surface 
Plasmon resonance (SPR) phenomenon for the detection 
of interleukin-6 (IL-6), a pro-inflammatory cytokine. It 
plays an important role in the muscle tissues, having 
direct relation with muscle contraction and, thus, it is 
considered a biomarker for some types of muscular 
dystrophies. Here we show that SPR can be used as a 
real-time monitoring of the shift of the reflectance dip 
of a gold diffraction grating in front to the antibody 
adhesion to Au. 

2. Surface Plasmon Resonance
Plasmonic devices are based in light-matter interactions 
on metal-dielectric interfaces. For specific wavelengths, 
the interaction of the light with metals surfaces induces 
a collective oscillation of the free electrons of the 
metals, known as surface plasmon resonance (SPR). 
SPR-based sensing has shown great capability to detect 
all kind of molecular biomarkers as proteins, peptides, 
mRNA, DNA, etc. In this work, the Plasmon Resonance 
is excited in the gold layer thanks to the fabrication of a 
diffraction grating in gold layer [1], giving rise to 
resonance for visible light. 

3. Materials and Methods
Optical sensor. The dielectric part of the sensor is a 
100nm silicon nitride (Si3N4) layer over a 500mm 
thermal silicon oxide (SiO2) on silicon substrate. 
Several diffraction gratings with subwavelength period 
have been fabricated in the Si3N4 layer using e-beam 
lithography and 20nm Reactive Ion-Etching. Finally, 
Cr/AU 5/45nm was deposited on top by electron-beam 
evaporation. Figure 1 shows the PDMS-encapsulated 
chip. 
Functionalization of the gold surface was done by 
immersion in an alcoholic solution (18h) of 
Mercaptoundecanoic acid (MUA) to obtain an effective 

self-assembled monolayer (SAM). The SAM was 
activated by EDC/NHS reaction to obtain a covalent 
bond of the antibody. A Purified Rat Anti-Mouse IL-6 
(BDPharmigenTM) is the antibody used for a selective 
detection of the IL-6 protein. 
Spectral interrogation has been used for 
characterization of reflectivity. Figure 2 is a scheme of 
the optical set-up.  White light is focused in a fiber 
optics, and the light is collimated and divided with a 
beam-splitter (50%-50%), being one of the beams TM 
polarized and focused using a 4x objective. the light 
from the objective is focused in another fiber towards 
the spectrometer. The reflected spectrum is normalized 
to a reference spectrum in a flat area. Figure 3 is an 
example of the resonance reflectance dip. 

4. Results and discussion
With reference liquids (water, ethanol, etc.), the 
measured bulk sensitivity of the SPR grating sensors is 
S=350nm/RIU and S=270nm/RIU for a grating period 
of  =500nm and  =400nm, respectively. Figure 4 
shows the antibody (Ab) kinetics and saturation for two 
concentrations of 5 and 10 μg/mL. After this, a 
preliminary study with two IL-6 concentrations allowed 
observing the different interactions between proteins 
and antibodies: 1ng/mL (normal value when the muscle 
tissue is stimulated) and 10ng/mL (over-stimulation). 
A full study will be presented to prove the feasibility of 
this technique and to discuss its limitation for IL6 
detection. 
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Fig.1 Photograph of the optical sensor (1.5cmx1.5cm). The grating area is 500µmx500µm. 
PDMS container and lid is also shown. 

Fig.2: Schematic optical set-up, employing a LS-1 Optical 
source and SD2000 spectrometer from Ocean Optics. 

Fig. 3: Normalized reflectivity in a flat zone (left) and dip in 
a grating zone (right) 

Fig. 4: SPR Measurements: Antibody Kinetics and Saturation 
Blue: Ab 5 μg/mL          Red: Ab 10 μg/mL 

Fig. 5: SPR Measurements: IL-6 Samples 
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1. Abstract
In this work, the magnetoelastic resonance behaviour
has been studied in amorphous metallic ribbons and
microwires using a custom-made setup. First, optimal
setup conditions were determined for both materials,
then the frequency shift dependence on polymer mass
deposition was studied. Both materials show a
predictable response to the mass deposition of the
polymer tested, making them suitable for contactless
chemical sensors.
2. Introduction
Magnetoelastic resonators allow for contactless sensing
[1]–[3]. When a mass (Δm) is uniformly applied on the
resonator of mass m0, the resonant frequency f0 shifts
according to [2]:

From Eq. (1) geometrical parameters are not relevant 
for this effect, however, microwires having higher f0 
would be better suited for sensing applications. 
Polyepichlorohydrin (PECH) was used as a coating due 
to its sensitive capabilities[4]. 
3. Experimental
In this work two magnetoelastic materials have been
studied i.e.: 37*6.6*0.02 mm amorphous magnetoelastic
ribbons of composition Fe40Ni38Mo4B18 (Metglass 2826
MB) and 1cm long microwires with an amorphous
metallic core of Fe73Si11B13Nb3, 67±1 µm in diameter,
and a Pyrex shell 90±3 µm in diameter, as seen in figure
1.
The magnetoelastic resonance behaviour was
characterized using a custom-made setup (figure 2). The
system consists of a pick-up coil in which the ribbon or
microwire is placed, the coil is fed with AC power
through a Red Pitaya system controlled with LabView-
based data acquisition software. The accuracy of the
measurement can be adjusted by indicating the desired
frequency range and the total number of samples in the
acquisition. In doing this, high accuracies in steps of 1
Hz can be obtained for a specific frequency range.
In addition, Helmholtz coils are connected to a DC
power source, which creates a steady uniform magnetic
field around the pick-up coil. It is used as a bias field for
the magnetoelastic material.

This system allows detection of vibrations through 
changes of the magnetic susceptibility, described in the 
Villari effect, obtaining the output signal amplitude 
versus frequency. 
Ribbons and microwires were dip-coated on a 
PECH/acetone solution of 12mg/ml up to two times. 
Magnetoelastic resonance was measured for each 
coating.  
4. Results
Figure 3 a) and b) show the dependence of the
resonance frequency and its amplitude on the bias field
for ribbon and microwire, respectively. This dependence
is due to the ΔE effect [3]. as figure 3 shows, there is an
optimal bias field where the signal amplitude is
maximum. These fields, of 0.25-0.75mT for ribbons and
0.75-1.25mT for microwires, particularly 0.73 and
0.86mT as shown in figure 3 c) and d) for ribbons and
microwires respectively, thus, these fields are used for
the mass deposition measurements.
Plus, microwires show a lineal ΔE effect as opposed to
the ribbons in this range, which suggests microwires
also allow applied magnetic field sensing.
Figure 4 shows the resonance frequency shift and its
amplitude for each coating. Both materials respond to
the mass variance with a frequency shift as expected by
equation 1. Furthermore, only a slight decrease in the
resonance amplitude was observed. Thus, this finding
indicates that both materials are suited for
magnetoelastic based sensors.
5. Conclusions
Microwires were proven as a viable mass sensor, future
work aims to test the sensors under toxic gas exposure.
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Fig. 1. Fe73Si11B13Nb3 microwire seen under a scanning electron microscope.

Fig. 2. Experimental setup for magnetoelastic resonance measures

Fig. 4. The magnetoelastic resonance frequency and its amplitude dependence on repeated coatings for a) ribbons and b) 

microwires; Magnetoelastic resonance for a clean (0x), dip-coated once (1x) and twice (2x) c) ribbon and d) microwire.

Fig. 3. The magnetoelastic resonance frequency and its amplitude dependence on bias field for a) ribbons and b) microwires; 

Magnetoelastic resonance for c) a ribbon under 0.73mT and d) a microwire under 0.86mT bias field. 
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1. Abstract
This work reports on two-dimensional MoS2 
nanomaterial-based resistive gas sensors and their 
response to sub-ppm NO2 concentrations.  The sensitive 
material was prepared by drop-casting MoS2 nanosheet 
dispersions on silicon substrates. Morphological 
characteristics of the fabricated thin films of MoS2 
nanosheets were analyzed by scanning electron 
microscopy (SEM). The fabricated sensors provided 
good responses to NO2 concentrations as low as 50 ppb 
at room temperature.   

2. Introduction
The use of nanomaterials has proven to be a convenient 
strategy to minimize the lack of sensitivity, selectivity 
and stability of gas sensors. Recently, two-dimensional 
(2D) materials such as graphene and transition metal 
dichalcogenides (MoS2, TiS2, WS2, MoSe2, etc.) have 
attracted interest due to their highly favorable properties 
for gas sensing applications [1,2]. Among these 
materials, MoS2 is the most promising one due to its 
high surface-to-volume ratio, high adsorption coefficient 
and thickness-dependent electrical/chemical properties 
[3]. In this work, we report on the response to low NO2 
concentrations of a resistive-type gas sensor based on 
thin films of MoS2 nanosheet assemblies. 

3. Experimental
MoS2 nanosheet dispersions were prepared by high-
pressure homogenization of a mixture of MoS2 powder 
and a solution of Triton X-100 in deionized water (4 
g·L−1). Thin films of MoS2 nanosheets were deposited 
onto micromachined silicon substrates with integrated 
heaters by drop-casting. 
Prior to the detection processes, the sensors were 
annealed at 350 ºC for 4 h in an air atmosphere to 
remove surfactant traces, stabilize the sensing properties 
of the nanostructures, and improve their response.   
Detections were carried out in synthetic air at different 
temperatures (25, 100 and 300 ºC), with a constant gas 

flow of 100 mL·min-1. NO2 concentrations were varied 
from 50 to 2000 ppb and the exposure time was 15 min.  

4. Results and discussions
SEM imaging of the fabricated sensor films reveals that 
MoS2 flakes are assembled forming porous 
morphologies (Fig. 1). 
The tested sensors are sensitive to NO2 with high 
responses even at low temperatures. The best responses 
were obtained at moderate temperatures (T ≥ 200 ºC) 
(Fig. 2). MoS2 sensors present an n-type gas detection 
response, increasing its resistance upon exposure to 
oxidizing gases such as NO2 (Fig. 3). The presence of 
active edge-sites in MoS2 may enhance the gas and 
carrier exchange and transport, therefore contributing to 
improved detection performance. Previous works have 
shown that the edge sites of MoS2 are highly chemical 
active over the inert MoS2 basal planes [4]. 
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Fig. 1. SEM images of the fabricated thin MoS2 
nanosheet films.  

Fig. 2. Sensor response to NO2 in air at different 
temperatures. 
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Fig. 3. MoS2 sensor dynamic response in dry air to NO2 
(in the 20 ppb to 2 ppm range at 100 and 300 C). 
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1. Introduction
Many technological advances have been accomplished 
by the overall healthcare community, improving 
detection methods and treatments for cardiovascular 
diseases (CVD). Nonetheless, this remains the most 
common cause of premature death in Europe with 19.9 
million cases reported in 2017 and an estimated 
economic burden of €210 billion a year [1]. A chronic 
medical condition that can result from many forms of 
CVD, requiring of a lifelong treatment and monitoring 
with high associated costs, is heart failure (HF), a 
disease with a prevalence of 1-2% of adult population, 
rising to 10% among elder aged >70 years [2]. 

2. Objectives
The aim of this work is to present a label-free and rapid 
immunosensor based on an Ion-Sensitive Field-Effect 
Transistor (ISFET) with biofunctionalized sensing 
membrane, designed to measure Tumour Necrosis 
Factor-alpha (TNF-α) in saliva, a proinflammatory 
cytokine which levels correlate prematurely with HF 
severity [3]. An eHealth IoT-based system has been 
additionally implemented as a proof-of-concept for a 
real-time distributed monitoring ecosystem enhancing 
the probability of early detection, increasing the chances 
of long-term recovery with fewer complications, and 
reducing hospital-centred associated costs. 

3. Biosensor
The ISFET devices have been fabricated as N-type 
FETs on 100 mm silicon wafers, with a gate dielectric 
of 100nm silicon nitride over 78nm silicon dioxide, and 
metal interconnect lines of platinum, showing a pH 
sensitivity of 33.5mV/pH [Fig.1]. Each diced Si-chip (8 
x 8.4mm) integrates 4 ISFET devices and 1 Pt-based 
(pseudo-reference or counter) electrode [Fig.2]. The 
sensors are then biofunctionalized in the ISA 
laboratories by immobilizing monoclonal anti-TNF-α 
antibodies on the membrane. The immunosensor 
presents good response measuring TNF-α in PBS and 
artificial saliva (AS) with high selectivity and a low 
limit of detection of 5pg/mL [Fig.3]. 

4. Instrumentation
A constant-voltage constant-current (CVCC) readout 
circuit [4] measures changes in the ISFET threshold 
voltage (ΔVT), which follows a quasi-linear relation 
with the TNF-α concentration in the range of 5-
20pg/mL. Directing these measurements, an eHealth 
portable system for real-time monitoring of biomarkers 
has been implemented in an IoT-based environment 
[Fig.4], using a Bluetooth-paired Android-based 
smartphone as gateway, running an application for data 
representation and allowing the data storage and 
management through Google Cloud computing services. 

5. Conclusions
An immunosensor device measuring TNF-α biomarker 
in artificial saliva has been developed and an eHealth 
system for the early detection of changes in 
concentration implemented, which may help improving 
the treatment quality of HF patients while reducing 
associated severe diseases and costs. Further research in 
limiting the cross-talking signals in real saliva samples 
and extending its range of detection is required, as well 
as implementing security protocols for health data 
management and AI decision-making systems. 

This work is funded by EU-H2020 Framework Programme for 
Research and Innovation: KardiaTool Project “An integrated 
POC solution for non-invasive diagnosis and therapy 
monitoring of heart failure patients” (Grant No.768686) 
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Fig.1. pH-ISFET 

Fig.2. Sensor device 

Fig.3. TNF-α immunosensor response 

Fig.4. IoT-based eHealth prototype (top), Google cloud chart: 

VT changes with pH (bottom) 
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1. Abstract
In this paper, the attitude data obtained in orbit from 
three different sun sensors developed by the authors is 
presented. These miniaturized devices were installed in 
different faces of a small satellite that was launched in a 
low orbit mission. During the experiments described in 
this work, the spacecraft pointed to the sun with each of 
these sun sensors, obtaining the angle measurements 
and the Sun radiation levels. Accuracy tracking obtained 
by the attitude control algorithm using sun sensor 
outputs has been successfully evaluated, as well as solar 
radiation stability when Sun pointing is achieved. 

2. Introduction
A sun sensor is a device used to measure the incidence 
angle of sun rays with respect to a reference surface. 
Typical applications of sun sensors are the attitude 
control of satellites and the tracking control of solar 
power plants, among others [1]. Sun sensors can be 
classified as digital or analog, as well as coarse or fine 
depending on the accuracy of the measurement [2]. 
According to the sun sensor operating principle, the 
most common types for small spacecraft are cosine 
detectors and quadrant detectors. Cosine detectors are 
inexpensive, low-mass, simple and reliable devices but 
their accuracy is typically limited to a few degrees. 
Quadrant detectors appear to be gaining popularity in 
the CubeSat market due to their compact size and low 
cost. The sun sensor described in this work, which is 
based on previous developments [3],[4] and is 
commercially named as nanoSSOC-D60, is a quadrant 
type sun sensor. This unit is a miniaturized two axis sun 
sensor capable of measuring the incidence angle of a 
sun ray accurately in both azimuth and elevation. The 
sensor consists of four photodiodes fabricated 
monolithically in the same crystalline silicon substrate 
and placed orthogonally. The sunlight is guided to the 
detector through a window above the sensor, inducing 
photocurrents on each diode that depends on the angle 
of incidence [5]. A simplified scheme is illustrated in 
Fig.1. The measured currents from all four cells are then 
combined mathematically and processed in an internal 
microcontroller that provides the sun light incident 

angles through a digital interface. NanoSSOC-D60 has a 
field of view (FOV) of ± 60º, a weight of 6.2g and an 
accuracy of 0.5º (3σ).  

3. In orbit results
Three of these sensors were integrated in a Cubesat 
satellite platform for a confidential mission, which was 
launched at 550 km altitude. These units (nanoFSS1, 
nanoFSS2 and nanoFSS3) were installed in the satellite 
as it is depicted in Fig.2, where Xp, Zp and Zn are the 
coordinate reference system of the satellite body. Doted 
lines represent the FOV of each sensor, which have 
been placed to guarantee that at least one sensor 
receives sun light during its normal operation when Xn 
is nadir pointing. During the following experiments in 
orbit, the spacecraft pointed to the sun with each of 
those sensors, one by one to check the pointing 
accuracy. Experiment results have been represented in 
Fig. 3, 4 and 5 for each unit, specifically the accuracy 
tracking achieved by the attitude control algorithm 
using the sun sensor X and Y angle outputs. Solar 
radiation levels detected by the sun sensors are 
represented as well, which is calculated as a summation 
of the four output voltages. When correct solar pointing 
is achieved, this value should be 5V and very stable. In 
the three experiments, accuracy tracking obtained is 
better than 1º or even 0.5º when stable sun tracking is 
achieved by the satellite (zoomed areas). 

4. Conclusions
This paper shows the results obtained in orbit for three 
different sun sensors nanoSSOC-D60 installed in a 
Cubesat satellite. This unit uses four silicon photodiodes 
monolithically integrated in a quadrant detector 
structure, including a transparent cover glass on the 
same silicon die to prevent space radiation damage. Its 
fabrication combines microelectronics technology with 
a high efficiency solar cell fabrication process, allowing 
a miniaturized device. Different experiments have been 
successfully performed in orbit with the three units 
which telemetries were received and analysed, 
demonstrating than the sun sensors fulfil the accuracy 
requirements and functional targets of the mission. 
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Fig. 1. Operating principle. 

Fig. 2. Cubesat satellite body with the location of the three sun 
sensors. 

Fig. 3. In orbit experiment with nanoFSS1. 

Fig. 4. In orbit experiment with nanoFSS2. 

Fig. 5. In orbit experiment with nanoFSS3.
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1. Abstract
Optical applications of macroporous silicon (MPS), for 
ex. gas sensing, require carefully prepared structures to 
achieve acceptable performance. In particular this paper 
deals with the electrochemical etching (EE) method 
and the imperfections inherent to such fabrication 
technique. Several structures with 700 nm pitch have 
been fabricated and their morphology studied to obtain 
the profile variations. Afterwards a theoretical study has 
been performed to assess the impact such variance has 
in optical performance of such structures. 

2. Fabrication and Variability of EE MPS
Several MPS structures have been fabricated in n-type,  
〈100〉 oriented silicon wafers with pores ordered using a 
square lattice with a 700 nm pitch. The fabrication 
method is EE (described in detail elsewhere[1]) which 
uses hydrofluoric acid (HF) as etching agent in an elec-
trochemical process to dissolve silicon anisotropically. 
Etching of n-type samples requires illumination to gene-
rate the necessary carriers involved in the redox 
reaction. This provides an additional control variable 
giving great flexibility to design complex structures. In 
particular this capability is used to create 3-d structures 
such as the ones used here, and shown in Fig. 1. 
In the electrochemical etching of silicon several sources 
of error can be found to cause deviations of the desired 
shape during the fabrication process. Intrinsic factors 
include crystal defects and impurity density gradients. 
Extrinsic factors include etchant concentration varia-
tions, illumination non-uniformity, temperature changes, 
and gas bubbles formation. The most important takeout 
is that many of these mechanisms involve positive 
feedback which may cause massive fabrication defects 
such as pore growth instability, premature pore death, 
etc.[2] Another significant aspect is that such defects 
have long range effects [3]. 

3. Characterization and Modelling
The SEM micrographs have been processed to obtain a 
mask image from which the pore profile can be recons-
tructed for each individual pore, as seen in Fig. 2. The 
pore profile is split for each modulation “layer” (see 

Fig. 3) and a mean pore profile obtained. From these 
data, a statistical model is derived, which is later used in 
a numerical study considering the pore instantaneous 
radius and vertical period as random variables. Several 
runs were performed and average results were obtained 
and compared with actual FTIR measurements. 

4. Results
One first remarkable result is shown in Fig. 4, which 
highlights that features of the structure have an effect on 
subsequent pore features. Indeed, after the defect cons-
triction, the pore radius is systematically smaller. This is 
attributed to a reduced [HF] after the defect. The 
photonic bandgap degrades fast with wider tolerances, 
as demonstrated in Fig. 5, which is a limiting factor. 
Similarly, a defect peak widens and shifts position due 
to fabrication errors. Comparing the theoretical model 
with FTIR measures shows good concordance, Fig. 6, 
for moderate tolerances (about 5%). 

5. Conclusion
The effect of fabrication tolerances of EE MPS based 
PhC has been analysed. Some fabricated samples have 
been morphologically characterized and statistical 
models have been inferred from the data. The models 
consider the vertical period and the radius of the pore 
along its depth. It has been found that the samples 
fabricated in our typical conditions exhibit a vertical 
period tolerance with σz≈5 %. The models are described 
by i.i.d. Gaussian random variables, and this has been 
checked by numerical modelling. In these conditions the 
PBG shrinks about 20 %, from the ideal, and the 
resonance peak shifts less than 5 %. This results in a 
reasonably performing PhC for gas sensing applications. 
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Fig. 1. SEM cross-section view of a fabricated 3-d MPS PhC. 

Fig. 2. Characterization of the microsturcture of the MPS pore 
profile. (a) The SEM image is processed to obtain a mask. (b) 
Shows the reconstructed profile obtained from the mask. (c) 

Slice model for numerical simulation. 

Fig. 3. Closeup view of the pore beginning. The row 
numbering used to group modulations is shown. 

Fig. 4. Error distribution of the period depending on the 
modulation depth. The defect in the PhC is marked by the 

thick line, placed between periods 5 and 6. 

Fig. 5. Bandgap dependence on standard deviation of the 
period distribution. 

Fig. 6. Transmittance comparison of the 10 period plus defect 
PhC between the characterized fabricated samples and the 

ideal “mean” model.. 
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1. Abstract
Aerosol assisted chemical vapour deposited (AACVD) 
ZnO nanostructured films integrated into Si-based 
transducing platforms are modified with preformed Au 
nanoparticles (NPs) via impregnation. Characterization 
of these films using SEM, TEM, DRS, XRD, and XPS 
shows the incorporation of well-distributed and stable 
Au NPs at the surface of ZnO. Photoactivated gas 
sensing tests at room temperature (RT) demonstrate 
enhanced sensitivity and better speed of response for the 
Au modified ZnO films (AuZn) providing three-fold 
more response to ethanol and acetone as compared to 
unmodified ZnO films (Zn). 

2. Introduction
Nanostructured metal oxides are attractive in gas 
sensing because they enhance the performance of these 
devices, not only due to their higher surface-area-to-
volume-ratio, as opposed to bulk materials, but also due 
to the presence of specific crystal facets that provide a 
particular electronic structure to the surface. ZnO has 
been widely investigated for gas sensors due to its 
nontoxicity, stability, and low fabrication cost. 
Although ZnO based sensors have remarkable 
performances, it is possible to improve the gas sensing 
properties even further by decoration with noble metal 
NPs and photoactivation, among other strategies [1].  
In this paper, the decoration of ZnO nanostructured film 
is achieved by using Au NPs and the assembled sensor 
devices are tested at RT with photoactivation toward 
ethanol, acetone, toluene, and hydrogen. 

3. Materials and Methods
ZnO nanorods were directly deposited over Si-based 
transducing platforms using the AACVD method 
reported previously [2]. The modification of ZnO 
structures was achieved in a second step by 
impregnation with preformed Au NPs synthesized by 
Turkevich method [3]. Prior to the characterization, the 
samples were annealed in synthetic air at 450 °C for 1 h. 
The morphology of the film was examined using SEM 
and TEM, the optical properties using DRS, the 
crystallinity using XRD, and the chemical composition 
was determined using XPS. AuZn and Zn sensors were 

tested to ethanol, acetone, toluene, and hydrogen at RT 
via photoactivation (LED, 365 nm) in a continuous flow 
system with dry air as the reference. The sensor 
response (R) was defined as (Ra-Rg)/Ra, where Ra and 
Rg represent the electrical resistance in air and after 
10 min of gas exposure. 

4. Results and conclusions
The SEM images (Fig.1) display the Au modified ZnO 
structures, in which is noticed the uniform rod-like 
morphology (length of ~1.5 μm and average diameter of 
200 nm) covered with well-distributed Au NPs with 
diameters between 5 and 40 nm. HRTEM (Fig.2) of 
these structures reveals the presence of highly ordered 
crystalline lattices with the interplanar spacing of 
0.26 nm and 0.23 nm, consistent with the hexagonal 
ZnO (002) and cubic Au (111) planes. XRD (Fig.3) 
corroborates the presence of the hexagonal ZnO phase 
with absence of extra diffractions from Au most likely 
due to their small size, low amount, and high dispersion 
over the film. DRS results (Fig.4) display the band gap 
transition of ZnO at ~3.3 eV (estimated by Kubelka-
Munk transformation for the adsorption wavelength of 
375 nm) and the surface plasmon resonance band of 
gold at ~520 nm.  XPS results (Fig.5) also confirms the 
presence of the typical Zn 2p, Zn 3p, Au 4d, and Au 4f 
core level spectrum.  
Photoactivated gas sensing tests show enhanced 
responses with better recovery and response time for the 
AuZn sensor, as compared to the Zn sensor particularly 
to ethanol (Fig. 6).  
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Fig.1. Low and high magnification SEM images of the AuZn 
structured films deposited over the transducing platform. 

Fig.2. HRTEM image with the inset showing a STEM image 
of the ZnO nanorod modified with Au nanoparticles. 

Fig.3. Typical XRD diffraction pattern of the AuZn films. 

Fig.4. Diffuse reflectance spectra (DRS) of the Zn and AuZn 
structured films. 

Fig.5. XPS spectra recorded on the Zn and AuZn films. Only 
the peaks of interest have been marked. 

Fig 6. Photoactivated response towards 80 ppm of ethanol, 
acetone, toluene, and hydrogen. 
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1. Introduction
The upcoming upgrade of the LHC, the High 

Luminosity - Large Hadron Colider, is going to push the 

requirements of its sensors further from where it stands 

now. One of the main characteristics of the 

improvement is the increase of proton flux which will 
result in a higher radiation damage for the sensors and 

an increase of the amount of events per time that have to 

be tracked. This talk will be centered on the explanation 

of some of the characteristics of the sensors that we at 

CNM are producing and some of the key fabrication 

steps. 

2. 3D radiation silicon sensor
The basic working principle of a radiation silicon sensor 

is based on the collection of electrons (and holes) 

created by the ionization of the silicon atoms in the 

lattice. The quality of the signal depends on the noise, 

the charge collection efficiency (CCE), the breakdown 

voltage and, in our case, the time of arrival (ToA). The 

sensors that have been most used are planar sensors, 

which consists on layers of materials deposited and 

etched on top of the silicon wafer. While its fabrication 

is relatively easy, using the whole wafer thickness as the 
active area implies that the distance from the creation of 

the signal to the electrodes is quite large in comparison 

with the mean free path, which reduces the CCE and 

increases the ToA, especially after delivering the 

sensors the amount of non-ionizing radiation that those 

sensors are expected to receive. This issue is overcome 

using the 3D technology, which consists on electrodes 

etched perpendicularly to the surface (Fig 1) because of 

its shorter distance between electrodes, which makes 

them as a good candidate for the timing applications 

that is required for the ATLAS upgrade [1]. 

3. Device simulation
One of the key steps to be considered while producing 

the devices is its simulation in order to understand what 

are the expected characteristics and compare the actual 

results when fabricated. For example, in Fig 2 we can 

see that after irradiation the charge collection because of 
a transient particle is lower than when not irradiated.  

Also, the electric field can be studied; full depletion is 

observed with just a few volts of bias voltage (Fig 3).  

4. Deep Reactive Ion Etching (DRIE)
A crucial step in the fabrication of 3D sensors is the 

etching of the perpendicular holes, which is performed 
with the DRIE, which is an anisotropic etching of the 

silicon alternating an etching step and a passivation step 

that, by making a higher etching ratio at the bottom of 

the wafer rather than on its lateral walls, a high aspect 

ratio (HAR) can be achieved [2]. Some of the key 

concepts and parameters will be explained in this 

section.  

After the etching of the holes, highly doped polysilicon 

must be deposited so that the columns behave as an 

electrode. 
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Fig.1. Scheme of a 3D sensor

Fig.2. Simulation of the charge collection for not irradiated 

(green) and irradiated (red, f = 5e15 cm-2) 3D silicon detectors 

Fig 3. Simulation of the electric field – the white line 

represents the deletion region. 
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Ultrasonic sensors have demonstrated great potential for 
non-destructive testing (NDT) of materials, being widely 
applicable in health care/monitoring (biomedical, muscle 
recovery, cancer early detection), industry, and defence 
[1]. Most conventional ultrasonic sensors are based on 
monolithic piezoelectric ceramic materials (e.g. PZT, 
PbTiO3 or PMN-PT) which are too bulky and non-
conforming to enable their integration on flexible 
substrates. In spite of large piezoelectric coefficients, 
their high profile limits their operation frequencies below 
100 MHz. To address these drawbacks, ZnO thin films 
have emerged as an alternative piezoelectric material for 
low profile and high frequency ultrasonic transducers due 
to properties such as low-cost, compatibility with flexible 
substrates, biocompatibility, and high piezoelectric 
coefficient. Moreover, the use of reactive sputtering 
techniques to deposit ZnO films has allowed resulting 
ultrasonic sensors to reach frequencies up to 1 GHz [2]. 

The existing procedures to deposit ZnO thin films, 
controlling crystalline structure, composition, and 
morphology of resulting piezoelectric material, have 
been further upgraded by techniques such as glancing 
angle deposition (GLAD) allowing the deposition of 
inclined nanostructured films (Figure 1(a)). In particular, 
GLAD has demonstrated great potential to control 
accurately the titling angle of  nanostructured films which 
could be interesting for the partial or total suppression of 
certain S (shear) and L (longitudinal) acoustic modes [3]. 
This feature has a huge impact on ultrasonics utilised in 
different mediums, where only one acoustic mode 
couples into the medium, creating excessive ringing or 
damping (e.g. S-mode in liquid). Hence, the investigation 
of a single ultrasonic device allowing the modulation of 
S and L modes at certain frequencies is crucial. 

This work presents GLAD ZnO thin films deposited 
at different reactive sputtering conditions optimised to 
meet the dual requirements of highly crystalline c-axis 
orientation while controlling the inclined angle of 
resulting nanostructured films for their application as 
piezoelectric material in ultrasonic sensors. 

ZnO thin films are deposited by DC-magnetron 
reactive sputtering on Si(100) substrates, from a 100×300 
mm2 Zn (99.99% purity) target using O2 and Ar as plasma 
gases. The sputtering system can allocate up to 56 
samples of 2020mm2 using a dual magnetron system 
and a static/rotating drum (Figure 1(b)). In this work, 
ZnO nanostructured film characteristics are analysed as a 
function of: i) the gas flux angle with respect the normal 
vector of the target (α), ii) plasma power, iii) position of 
the substrate holder, and iv) total gas-flow, aiming to 
control the titled angle of the nanostructured film (β). 
Resulting films are characterised by SEM, EDX, XRD, 
Raman, stress, and piezoelectric measurements. 

Figures 2 (a,b) show SEM images of ZnO films 
deposited at α of 60o and 86o, respectively. The analysis 
of the image cross-section demonstrates an increase of β 
from 5.5o up to 12o  (Figure 2(c)) for α of 60o and 86o, 
respectively. This result proves the shadowing effect 
being characteristic of GLAD (Figure 1(a)) in 
comparison with the columnar structures (β = 0o) 
obtained under standard gas flow conditions (α = 0o). 

EDX analysis shows a stoichiometric material 
(Zn0.51O0.49) independently on α. XRD characterisation 
confirms a highly crystalline ZnO film with wurtzite 
structure, showing a predominant (002) characteristic 
peak (2 = 34.44o) for all films. The high crystallinity of 
the resulting nanostructured films leads to a great 
piezoelectric coefficient (d33) of 56 pm/V (compared with 
12.4 pm/V on bulk ZnO) measured by single-probe 
vibrometer (Figure 2(d)), and confirmed by finite 
elements analysis (Figure 2(e)). These results make the 
resulting titled nanostructured ZnO films to be promising 
as active material for the development of flexible 
ultrasonic sensors (Figure 2(f)). 
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Figure 1. (a) Schematic of Glancing Angle Deposition (GLAD) technique. The diagram shows the characteristic angles belonging 
to GLAD. On the one hand, the incident angle (α) is defined as the angle between the incident molecular flow and the normal 
vector of the substrate. On the other hand, β represents the resulting column tilting angle. This angle is affected by the so-called 
shadowing effect. The front structures which gas reaches first act as a mask for the substrate behind, making the layer to grow in a 
tilted nanostructured manner. (b) Photograph of the drum utilised to support the substrate holders at different heights (top: T, 
middle: M and bottom: B). Each block is 70mm distant from each other.

(a) (b)

Figure 2. SEM images of ZnO films deposited at α of (a) 60° and (b) 86°, showing a thickness of 840 and 400 nm, and a β of 
5.5°±0.6° and 12°±1°, represented in the image, respectively. (c) Graph depicting α vs β. An increase of the film tilting angle can 
be observed when the incident flux is increased. (d) Graphic representing the piezoelectric analysis, total displacement vs. voltage. 
It shows the piezoelectric behaviour of the grown layer, obtaining a great d33 coefficient of 56pm/V from the slope of the linear fit. 
(e) Image showing the FEA 3D displacement simulation of the 987.1MHz vibrational mode. (f) Novosound Kelpie, commercially
available flexible ultrasonic detector, being used for corrosion mapping on a pipe. Its flexibility allows it to twist, bend and flex
during the scan. The QR link leads to Novosound webpage demonstrating a wide range of applications for this sensor.
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1. Introduction
Electronic tongues (ETs) have attracted considerable 
interest  due to their capability to discriminate and 
analyse foods and beverages and to their potential to 
contribute to quality management. ETs are based on 
sensor arrays with low selectivity and high cross-
selectivity combined with statistical tools that analyse 
the outputs from multiple sensors [1]. Compared to 
other analytical methodologies, this type of device has 
interesting practical characteristics such as possible 
online application, no need for pretreatment of samples, 
and the capability to assess several chemical compounds 
in a single analysis.  
ETs can use arrays of sensors based on a variety of 
transduction principles. Potentiometric sensors are 
based on the study of the potential created across a 
selective membrane. This interphase potential depends 
on the electrode/solution interaction, which in turn, 
depends on the chemical compounds found in the 
studied solution. 
The aim of this work was to construct an all-solid-state 
potentiometric e-tongue with an array of sensors based 
on polymeric membranes, to be applied in the dairy 
industry. Due to the complexity of milk samples and the 
presence of fats that induce interference in sensor 
responses, milk analysis is not a completely solved 
problem. In order to obtain an array of sensors with 
improved sensitivity, the membranes have been 
modified with gold nanoparticles [2]. In addition, 
enzymes as galactose oxidase, urease and lactate 
dehydrogenase have been covalent bonded to the PVC 
surface to increase the selectivity of the sensor. 

2. Experimental
In this study, an ET composed by an array of 27 
potentiometric sensors was developed. Sensors are 
based on a combination of gold nanoparticles, enzymes 
(galactose oxidase, urease and lactate dehydrogenase) 
and three plasticizers. Each of the polymeric mixtures 
was applied on solid conducting silver-epoxy supports. 
The set of sensors together with an Ag / AgCl reference 
electrode and a multiplexer for data acquisition formed 
the e-tongue. 
The performance of the ET was evaluated by analysing 

six standard solutions of compounds usually found in 
milk (urea, lactic acid and galactose) with 
concentrations ranging from 1 × 10−4 to 1 × 10−1 mol / 
L. By applying the principal component analysis of the
results obtained, 9 sensors were selected for the
construction of the optimized e-tongue was applied to
discriminate thirteen commercial milk samples.
In addition, correlations have been established with the
chemical composition, obtained by traditional methods,
through the application of PLS analysis.

3. Results
The responses of the sensors towards standard solutions 
indicate that sensors modified with gold nanoparticles 
and covalently associated enzymes showed a greater 
ability to differentiate between increasing 
concentrations of products of interest found in milk 
(urea, lactic acid, galactose, etc.) with variations of 
voltage up to 65 mV between samples. Moreover, the 
electronic tongue developed was able to perform the 
discrimination of milk with different nutritional 
characteristics using statistical analysis (PCA) showing 
as a result five differentiated groups, which are also 
ordered according to the fat content of the samples 
(Fig.1.). In addition, the results of the study showed that 
the electronic tongue developed could be used as a 
prediction system for different chemical parameters, 
such as pH, acidity, protein or fat, of future milk 
samples by applying partial least squares analysis with 
regression coefficients above 0.90 for two variables in 
the parameters studied (Table.1). 
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Fig.1. Classification of the milk samples studied according 
to the score diagram of the partial least squares (PCA) analysis.

Table.1. Parameters resulting from the regression of partial least squares analysis. 

Parameters R2C RMSEC R2P RMSEP Latent 

variables 

Acidez 0.9683 0.2574 0.9683 0.2651 2 

Density 0.9729 0.4672 0.9701 0.4916 2 

%Proteins 0.9649 0.0527 0.9622 0.0555 2 

%Fat 0.9112 0.3727 0.9094 0.3843 2 

%Lactose 0.9695 0.0453 0.9658 0.0479 2 

%ESM 0.9781 0.0946 0.9779 0.0986 2 

%EST 0.9408 0.3285 0.9369 0.3436 3 
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1. Introduction
One of the main challenges when using natural cork 
stoppers is that they sometimes contain certain 
concentrations of 2,4,6-Trichloroanisole (TCA), a 
compound that gives wine a musty smell and ruins the 
bottle. It is estimated that up to 5.5% [1] of bottles of 
wine worldwide are “cork tainted”, and, although 
harmless, this makes wine undesirable for costumers, 
leading to a huge economic impact in the cork industry. 
Detecting TCA is not an easy task due to its low 
concentration. The main techniques used to detect this 
compound in cork stoppers production are chemical 
analyses, such as gas chromatography or mass 
spectrometry. These methods require a lot of time for 
the analysis, high prized equipment and specialised 
staff. Therefore, the cork industry demands an 
alternative method to detect TCA. 
In this paper, an E-nose, is designed to detect a 2,4,6-
Trichloroanisole at ppb level. E-Nose is an electronic 
system formed by an array of gas sensors combined 
with a pattern recognition system, they respond in real 
time, need low power supply and have low cost and 
size. 
This paper is based on a previous work in which the 
authors used a similar ENose to categorize four different 
types of cork stoppers [2]. The following paper is a first 
approach to a similar problem but using an enhanced 
ENose and focusing on finding a specific concentration 
(3 ng/l) rather than categorizing samples. 

2. Materials and Methods
The electronic nose designed includes an array of five 
non-specific digital sensors: BME680, SGP30, iAQ-
Core, CCS811 and ZMOD4410. Each of these sensors 
measure different magnitudes of the stream flow or 
different concentrations, as shown in table I. The ENose 
is controlled by a 32-bit microcontroller, model 
PIC32MM0256GPM064, and it sends the data via 
Bluetooth to a Smartphone or PC. Fig 1. 
To generate gas streams with low TCA concentrations, 
a calibration gas generator and a humidity generator 
(OVG-4 and OHG by Owlstone, respectively. Fig 2.) 

have been used. Using OVG-4 and OHG in addition to 
permeation tubes, it is easy to generate an air flow with 
a wide range of TCA concentrations and relative 
humidity. shows an image of the device. It was 
generated a gas flow of 300ml/min with a temperature 
of 25ºC. Switching the OVG split flow from 700 ml/min 
to 328 ml/min it was possible to reach TCA 
concentrations from <1.5 ng/l to 3 ng/l.  
Once the signal is received, the data preprocessing stage 
begins. Since the original data set is usually too big to 
manipulate and contain irrelevant information, data 
preprocessing is aimed at finding a smaller data array 
that contains most of the relevant information [3]. A 
moving average method was also carried out to reduce 
noise and to smooth the shape of the signal. 

3. Results and Conclusions
There were generated different concentration steps that 
allowed the authors to test the sensor array response. 
Figures 3 and 4 show the raw response and the 
processed response to TVOC’s of the SPG30 to a step 
from 1.4 ng/l to 3 ng/l. The signal received and 
processed from CCS811 is shown in Figures 5 and 6. In 
both cases it can be concluded that the ENose detected 
the gap between 1.4 ng/l and 3 ng/l. Further researches 
must be carried out in order to test the behavior of the 
ENose in a variety of conditions. 
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Table 1. Magnitudes and concentrations measured by each 
sensor. TVOC for total volatile organic compounds. 

Fig.1.  Schematic of the electronic nose 

Fig.2. Owlstone vapour generator (OVG) and Owlstone 
humidity generator (OHG). 

Fig.3.  Raw signal received from SGP30 compared to 
generated TCA concentration. 

Fig.4.  Processed data compared to generated TCA 
concentration. 

Fig.3.  Raw signal received from CCS811 compared to 
generated TCA concentration. 

Fig.3.  Processed data from CCS compared to generated TCA 
concentration 

Sensor BME680 SGP30
ZMOD

4410

Values

Temp. CO2 CO2

Press. TVOC TVOC

H.R. H2 Ethanol

Resist. Ethanol
Resist.

IAQ

Sensor iAQ-Core CCS811

Values

CO2 CO2

TVOC TVOC

Ethanol Resist.
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1. Abstract
A theoretical study of the interaction between 

magnetostatic spin waves (MSWs) and magnetic 

nanoparticles (MNPs) is presented. The propagation of 

the MSW occurs on an yttrium iron garnet (YIG) thin 

film, and the MNPs are encapsulated in a tube. The 

operation of the sensor is based on the fact that a gas 

interacting with the nanostructures produces a change 

in their magnetization, and this in turn produces a 

measurable change in MSW propagation. 

The gas sensor structure is studied and characterized 

theoretically, through simulations. These simulations 

are also used in order to optimize the device through 

changes in the geometry, reaching sensitivities of 38 

ppm in the magnetization of the sensitive material. 

2. Introduction
Certain gases in breath can indicate health problems. 

Some of these gases, known disease markers, can be 

ammonia (NH3), hydrogen sulfide (H2S), nitric oxide 

(NO) and volatile organic compounds (VOCs) such as 

acetone (CH3COCH3), toluene (C6H5CH3) and pentane 

(C5H12) [1]. 

Recently, magnonic gas sensors that takes advantage of 

the high sensitivity of MSWs to detect change in 

magnetic properties of nanoparticles, caused by an 

interaction with gases, were developed [2]. Due to the 

inherent properties of magnetic materials, new 

contactless sensors can be developed, where the 

sensitive material, MNPs, is separated from the 

transducer, YIG. A wide variety of magnetic materials, 

such as ferrites, can be used as sensitive layers. Thus, 

this device would allow the sensitive layer to be easily 

changed, increasing the number of responses. 

3. Experimental
The transducer was based on a 2 cm x 1 cm 

ferrimagnetic sample consisting of a 7 m thick YIG 

film on a gallium gadolinium garnet (GGG) substrate. 

The bias magnetic field is applied through a permanent 

magnet with a direction of magnetization perpendicular 

to the YIG plate, which results in the propagation of the 

MSW along the film. The design of the sensor consists 

of a cylindrical tube of 1 mm radius and 2 cm long, 

which would contain the MNPs (ZnFe2O4) on the YIG 

sample. The gases of interest would pass through the 

tube and their presence would be measured by the 

change in the frequency of the spin wave due to the 

variation of the magnetization of MNPS. A diagram of 

the sensor is represented in Fig. 1.  

4. Results
Different simulations were carried out to optimize the 

response of the sensor. In order to achieve this, the 

placement of the MNPs tube with respect to the YIG 

was modified, and the resulting magnetic field in the 

YIG film was are calculated.  

The frequency response of the MSW in YIG were used 

for the simulations (Fig. 2). To perform a sensitivity 

interpolation, the changes in the magnetic field on the 

YIG were studied. To this propose, the original BH 

curve was obtained and transducer sensitivity was 

characterized by changing the magnetization of the 

MNPs between 50% and 150% (Fig. 3), which was 

calculated for different distances of the MNPs with 

respect to the YIG layer. Fig. 4 shows the magnetic field 

due to interaction of the original MNPs. To calculate the 

magnetic sensitivity of the device, its noise was 

previously measured (100 Hz/min), and a minimum 

frequency response as three times higher than the noise 

signal was considered. An optimum design was 

obtained when nanoparticles are between the magnet 

and YIG at -0.15 cm from the YIG. Therefore, a 

sensitivity of 38 ppm in the magnetization of the MNPs 

was achieved, as seen on Table 1. According to this 

result, contactless chemical sensors with very high 

sensitivity could be developed. 

5. Conclusions
This work proposes an innovative, simple and low cost 

contactless chemical sensor based on the combination of 

magnetic nanoparticles, as a sensitive material, 

encapsulated in a tube and a magnetostatic surface wave 

device as a transducer. Simulations showed a high 

sensitivity, 38 ppm, for perturbations in the 

magnetization of MNPs. Therefore, we believe that the 

solution presented opens a new and promising field of 

research in “contactless gas sensors”. 
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Fig.1. Diagram of the contactless gas sensor. 

(a) 

(b) 

Fig.2. (a) Simulation of the experiment. The bias 

magnetic field on the YIG is generated by a magnet that 

is affected by MNPs. (b) Frequency response of the 

MSW device. 

Fig.3. BH curves representing magnetizaion change of 

the MNPs between 50% and 150% from original 

measurement 

Fig.4. Magnetic field in the YIG for different positions 

of the original MNPs. 

Above Below 

Position (cm) 0.25 0.15 -0.25 -0.15

Sensitivity (ppm) 229 63 82 38 

Table 1. Sensitivity for different MNPs positions. 
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1. Abstract
This work presents a device, dropcaster, developed to 
automate and optimize the deposition process of the 
sensitive layer of gas sensors by drop-casting [1]. It is 
designed for the development of sensors in the research 
phase of different materials and studying their behavior 
and response to different gaseous compounds. 
As shown in Figure 1, this device is composed of a 
stepper motor controlled by a Raspberry Pi 4 Model B. 
In turn, this motor controls the advance of the plunger 
of the microsyringe (Hamilton 701 of 10µL and with a 
26sG gauge needle), where the solution is located. The 
plate containing the sensor is placed under the syringe. 
In order to position the tip of the needle more precisely 
on the sensor, the equipment has a 1080p HD and 5MP 
mini webcam with manually adjustable focus. Figure 2 
shows an image taken by the mini camera during 
deposition of the material on the sensor surface. 
It also incorporates an LCD display with which different 
parameters of the deposition process can be 
programmed and configured.  This equipment can be 
adapted according to the syringe type to be used 
depending on the sensor characteristics. With this 
device, a substantial improvement has been achieved in 
the sensor manufacturing process using the drop-casting 
technique. Two types of micromachined silicon 
substrates developed by CNM (National 
Microelectronics Centre, Barcelona) [2] and LAAS 
(Laboratory for Analysis and Architecture of Systems, 
Toulouse) [3] are used for the different projects. These 
devices incorporate four microhotplates with an area of 
less than 160 mm2 each. The small size of the 
membranes and the fragility of the silicon substrate 
made manual deposition difficult. Therefore, by 
improving precision, we avoid possible electrical 
problems in the sensor contacts or that the tip of the 
needle may perforate the membrane in some of the 
depositions 
 Besides the time optimization achieved by automating 
the process, more precise depositions can be made only 

in the sensitive area of the sensor. This can be seen in 
Figure 3, which compares a deposition performed 
manually and another using the dropcaster. Besides, the 
precision of the dropcaster makes it possible to use 
different materials to deposit on each membrane. As 
observed in Figure 3.a, the materials deposited on each 
membrane overlap each other. Whereas in Figure 3.b, 
the deposited material is only in the sensitive zone of 
the sensor. In Figure 3.b, membranes with and without 
functionalization are shown. 
 It was also possible to observe an improvement in the 
distribution of the nanomaterials on the sensor surface 
and, therefore, improve the response, compared to 
previous results as shown in Figure 4 for TiO2 
nanoparticle sensor. Finally, this device has the 
advantage of being much cheaper than other 
commercial devices that can be used for this purpose. 
This device was used to deposit different types of 
solutions with ZnO, TiO2, SnO2 or ITO nanoparticles, 
and in some cases with dopants such as Pd, Pt, Au or 
Rh. 2D materials such as graphene, MXenes or MoS2 
were also deposited. 
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Fig.1. Dropcaster. (a) 3D design. (b) Dropcaster assembly 

Fig.2. Deposition of the material on the sensor surface, as 
seen from the mini camera, incorporated into the dropcaster. 

Fig.3. Deposition performed on a LAAS sensor. 
(a) manually. (b) Using the dropcaster

Fig.4. The difference in response between the manual 
deposition method and the dropcaster. 
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1. Introduction
In this contribution, we will present the status of the 
technological developments at IMB-CNM to fabricate 
Inverse Low Gain Avalanche Detectors (iLGAD) for 
pixelated detectors. This iLGAD sensor concept is one 
of the most promising technologies for enabling the 
future 4D tracking paradigm that requires both precise 
position and timing resolution. In the iLGAD concept, 
based on the LGAD technology, the readout is done at 
the ohmic contacts, allowing for a continuous 
unsegmented multiplication junction. This architecture 
provides a uniform gain over all the active sensor area. 
This concept was successfully demonstrated in a first 
generation of 300 µm thick iLGAD sensors. In the 
second generation, we have fabricated thick iLGAD 
sensor optimizing the periphery for X-Ray irradiations. 
Currently, we are developing 50 µm thick pixelated 
iLGADs optimized for timing detection with a 
periphery design able to sustain higher electric fields 
and a simpler single-side manufacturing process. 

2. LGAD Technology
Based on the APD concept, the Low Gain Avalanche 
Detector (LGAD) is an avalanche detector with the p-
type diffusion less doped than an APD [1]. This p-type 
layer is called multiplication layer. This less doped 
diffusion provides the detector to have a lower gain 
which lead to a low readout noise, avoid cross talk and 
the gain is linear in the entire voltage regime. Therefore, 
we can achieve enough gain to amplify the signal 
without increase the noise. Energy and dose of the 
boron implantation for the multiplication layer are the 
most important parameters in a LGAD. Small changes 
can lead to huge modifications in the gain and the 
breakdown voltage of the devices. Therefore, the doping 
profile must be optimized to reach the optimal gain. In 
order to measure time and position simultaneously, 
LGADs can be segmented into strips or pixels. In that 
case, the n+/p region is segmented along all the active 
region, which is the area where all the current is 
multiplied. 

3. Inverse LGAD Concept
Segmentation of a LGAD entail the appearance of the 
fill factor problem. Since the junction is segmented, a 
gap exists between pixels, where no multiplication takes 
place. Thus, fill factor is defined as the ratio between 
the multiplication area and the total active area. In order 

to reach a 100% fill factor, the Inverse Low Gain 
Avalanche Detector (iLGAD) was proposed [2]. Figure 
1 shows a cross-section of the iLGAD design compared 
with the LGAD technology. Here, the ohmic anode is 
segmented into small pixels or strips. Therefore, the 
collection is be made by the anode and, as a contrary of 
LGADs, holes are collected.  

4. Inverse LGAD for X-Ray
Irradiations 

In order to satisfy the demand of an iLGAD for X-Ray 
applications, we have designed a suitable periphery that 
has a better performance against X-Ray irradiations than 
the first generation of iLGAD. Figure 2 shows the cross-
section of the second iLGAD generation. 

5. Inverse LGAD for Timing
Applications 

In iLGADs, the collection is made by holes and then, 
the first generation of iLGADs is not suitable for timing 
applications. We are developing a new generation of 
iLGADs optimized for timing applications with an 
easier manufacturing process. Figure 3 shows a cross-
section of this sensor concept. 
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Fig.1. Comparison between LGAD and iLGAD technologies. 
In a LGAD, the multiplication region is pixelated collecting 
electrons, while p+ electrode is segmented in an iLGAD 
providing holes collection. A 100% fill factor is achieved in 
iLGAD technology. The sketch is not in scale.

Fig.2. Schematic cross-section of the periphery design of the 
second generation of iLGAD at IMB-CNM. The periphery 
has been designed with TCAD tools in order to sustain higher 
voltages in the presence of X-Ray irradiations. 

Fig.3. Schematic cross-section of the periphery design of the 
third generation of iLGAD at IMB-CNM. The manufacturing 
process is easier than previous generations since the process 
is single-sided. Active area is properly isolated with trench-
technology.
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1. Abstract
An advanced and efficient interconnection between 
devices, systems and services through the Internet of 
Things (IoT) enables remote sensing and control for 
many applications. Powering IoT devices requires 
different strategies for energy autonomy, which can be 
realized in various ways. Energy harvesting techniques 
based on thermoelectric generators stand out as a 
sustainable, cost-effective and convenient alternative to 
batteries for long term autonomy when a heat source is 
present. When interacting with small-scale objects or 
phenomena, reducing these thermoelectric generators to 
the microscale and pursuing a low footprint is a 
challenge. Si-MEMS technology offers an interesting 
path to fabricate environmentally sound thermoelectric 
microstructures. Contrary to the typically used 
thermoelectric semiconductor materials, such as 
chalcogenides (e.g. Bi2Te3) with a high thermoelectric 
performance (but incompatible with miniaturization 
techniques), Si behaves poorly thermoelectrically 
limiting the performance of thermal- to- electrical 
energy conversion due to its high thermal conductivity. 
However, all-Si based µTEGs (a collection of 
interconnected micro-thermocouples) can be produced 
thanks to micromachining for better thermal 
management at device level and nanostructuring for 
lowering the thermal conductivity of Si at functional 
material level. In the past, single micro-thermocouples 
with an effective area of 2 mm2 were fabricated in our 
group producing power densities of several tens of 
nW/cm2 [1, 2]. Each micro-thermocouple is formed of a 
suspended microplatform surrounded by a bulk Si rim 
that are bridged together by bottom-up silicon 
nanowires acting as the thermoelectric active material. 
The nanowires capture a fraction of the available 
temperature difference transforming the heat flow into 
an electric current that is collected through tungsten (W) 

paths, closing the thermoelectric circuit in a uni-leg 
configuration. The obvious next step is to efficiently 
combine several of those micro-thermocouples to 
transform a promising power density into a usable 
absolute power. 
 The present work reports on the micro-thermocouples 
design modification that enables the reunion of up to 50 
micro-thermocouples in a small footprint chip (0.5 cm2) 
for maximum packing density and multiplied power 
output. Ten elongated micro-thermocouples, each one 
corresponding to the parallel arrangement of five units 
of the described micro-thermocouples, fits in this 
compact assembly, as shown in Fig.1. 
When a heat exchanger is not present, the fabricated 
device reaches power densities of 60 nW/cm2 if all 
micro-thermocouples are connected electrically in series 
for an available heat source at 125 ºC (Fig. 2). The 
power output can be significantly enhanced by 
integrating a heat exchanger, which contacts the 
suspended regions of the µTEG reducing the thermal 
resistance with the ambient and cooling them much 
more effectively. A proper way to assemble the heat 
exchanger to the µTEGs is currently being devised. 
When successful, devices in the cm2 size will be able to 
produce absolute power of tens of µW in real harvesting 
scenarios, as has been shown in previous work [3]. 
Thus, the fabricated microgenerator provides a 
promising miniaturized all-Si thermal harvester for 
advanced IoT systems operating in low-grade waste 
heat environments. 
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Fig.1. Scheme of the fabricated device featuring 10 long 

micro-thermocouples connected electrically in series and that 

can be independently tested. 

Fig.2. Maximum power obtained for the different number of 

series-connected micro-thermocouples (up to ten of them) at 

different hot source temperatures.
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1. Introduction
Semiconductor detectors have been widely used as 
radiation detectors in High-Energy Physics (HEP) and 
in synchrotron radiation. Due to their intrinsic and linear 
gain, Low Gain Avalanche Detector (LGAD) sensors 
were proposed as radiation detectors for HEP 
experiments [1]. In order to fulfill a fill factor of 100% 
in segmented detectors, Inverse Low Gain Avalanche 
Detectors (iLGAD) were first proposed and successfully 
fabricated by IMB-CNM [2]. Here, the segmentation is 
made by the ohmic contact and then holes are collected. 
With the LGAD technology, we have been able to 
detect high-energy particles. Nevertheless, in order to 
detect low penetrating particles, we propose the so-
called Proton Low Gain Avalanche Detector (pLGAD), 
which is based on the LGAD technology and it is 
adapted for low energy particles detection (~ 15 keV), 
specially for proton experiments. In this contribution, 
we are presenting the pLGAD concept, the design 
simulations and the proposal for the first pLGAD 
generation. 

2. Proton LGAD Concept
Low energy particles penetrate 1µm in silicon, and 
therefore, the detection will be made at the surface of 
the detector. For this reason, a collection layer is 
included in the pLGAD design, as a difference of the 
LGAD technology. Figure 1 shows a comparison 
between the pLGAD and iLGAD technologies. Since 
the low penetrating particles do not damage the bulk of 
the detector, we use n-type substrates, as contrary of the 
LGAD technology. Therefore, in the pLGAD we have a 
n-type multiplication layer underneath a p-type collector
layer and the collection is made by electrons at the
segmented ohmic contact. On top, a p+ layer is diffused.
Since we detect the particle in 1µm, we must define a
shallow junction between the p+ contact and the p-type
collection layer. Moreover, the entrance window must
be as thinner as possible in order to assure that all the
energy is deposited in the sensor and not in the non-
active layers.

3. Proton LGAD 1D Simulations
The most important technological parameters in LGAD 
technology are the dose and energy of the p-type 

multiplication layer. The values of these parameters are 
critical and small changes can lead to huge differences 
in terms of the device performance. There is a trade-off 
between gain (G) and breakdown voltage (VBD). We 
expect that the device is able to sustain a low gain 
during a high voltage regime. One-dimensional 
simulations have been used in order to determine the 
optimal trade-off of the pLGAD. Figure 2 shows the G-
VBD trade-off for the simulated pLGAD. 

4. Proton LGAD First Generation at IMB-
CNM 

We propose the pLGAD first generation at IMB-CNM. 
For the first approximation, we use standard pad-like 
detectors (without segmentation at the ohmic side) in 
order to test the n-type LGAD technology. We are using 
high resistivity n-type 285 µm wafers and the 
fabrication steps are the same as LGAD technology. In 
the first generation, we are not including the p-type 
collector layer in order to determine first the optimal n-
type multiplication layer dose. Later, we are preparing 
the second generation of pLGAD. Figure 3 shows a 
cross-section of the pLGAD second generation. Here, 
we are including the p-type collector layer, the ohmic 
contact is segmented and we are using BF2 for the p+ 
shallow contact. The shallow contact has a depth of 90 n 
and therefore all the charge will be deposited in the 
collector layer. 
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Fig.1. Comparison between iLGAD and pLGAD 
technologies. In the pLGAD electrons are collected, as 

contrary of iLGAD, where holes are collected at the 
segmented ohmic contact. In pLGAD we use n-type high 

resistivity substrate and a p-type collector layer is added to 
collect all the charge deposited by the low energy particle.

Fig.2. Breakdown voltage and gain trade-off for a simulated 
pLGAD. We have been able to find an operation range in 

which the device can sustain high voltages with a low gain. 

Fig.3. Schematic cross-section of the periphery design of the 
second generation of pLGAD at IMB-CNM. The 

manufacturing process is similar as the iLGAD, but there is 
an added complexity due to the necessity to define a shallow 

entrance window and two dose/energy values for both p/n 
collection/multiplication layers.
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Pressure sensors are widely used devices in a variety of 
industries from automotive, medical, industrial and 
consumer devices. These applications can range from 
ultra-sensitive e-skin, touch screen displays, medical 
diagnostics and health monitoring [1]. To compete with 
current industrial pressure sensors, a  new easily 
fabricated, reproducible, and highly sensitive pressure 
sensor compatible with temperature sensitive substrates 
(plastic, fabrics, paper etc) is required. Currently 
flexible pressure sensors are primarily based on 
capacitive, resistive and piezoelectric methods. 
Capacitive presents advantages such as the ability to 
operate with no power supply. However, drawbacks 
include  non-linear output and sensitivity to the 
surrounding environment.  Piezoelectric sensors are 
durable and self-powering. Resistive pressure sensors 
provide advantages over the latter designs having 
simpler construction, robustness and long-term stability.  

Advanced materials such as graphene have been 
proposed as a promising material due to enhanced 
electric properties (fast device response, low recovery 
time and low power consumption), mechanical 
properties (high durability, conformability) providing 
compatibility with flexible substrates. Graphene foam 
(GF) is a three-dimensional (3D) high surface area 
nanostructure exhibiting excellent potential for  
development of pressure sensors. Currently graphene 
based resistive pressure sensors have shown high 
sensitivity at low pressures (<5kPa) enabling 
ultrasensitive detection [2]. It has also been shown that 
the use of graphene electrodes for capacitive pressure 
sensors provides a high sensitivity of 3.19kPa -1 [3].  

In this work, we show the growth of GF by a 
catalyst free method onto a flexible substrate without 
the use of a transfer process (Integrated Graphene Ltd 
proprietary process), and a novel  structure consisting of 
GF embedded in polydimethylsiloxane (PDMS) used as 
an active layer in resistive pressure sensors. 

GF were directly grown on polyimide substrates 
(supplier Integrated Graphene Ltd, Figure 1(a)). 
Morphology of the samples was characterised using 
SEM (Figure 1(b)). Resulting nanostructure structures, 

as well as the analysis of the defects density were 
characterised using Raman spectroscopy.   

Pressure sensors were fabricated with two 
configurations: i) co-planar and ii) vertical structure 
(Figure 2(a,b)). For the co-planar configuration, inkjet 
printing is used to pattern two Ag electrodes at both 
ends of the GF pattern (Figure 2(a)). In the vertical 
configuration, only one electrode was inkjet-printed, 
whereas the other electrode consisted of a metallic 
electrode was deposited on top of GF surface (Figure 
2(b)). Finally, PDMS was embedded in GF structure 
aiming to enhance the sensitivity, increase the response 
time and provide more robustness to resulting sensors. 
The sensitivity of GF sensors was studied using an 
electronic circuit designed to measure the voltage drop 
in a load resistor (see inset Figure 2(c)). In order to test 
over a variety of different pressure ranges, a  precision 
motor mounted on a vertical stage and controlled by a 
home-made software, was used to actuate on top  o f  the 
sensor area through a  mechanical “finger” made of 
software material (PDMS). 

GF porous structure is observed by SEM (Figure 
1(b)). Further analysis determines action of the GF, 
particularly when voids in the GF are compressed closer 
together and relaxed. From applying a constant input 
voltage (Vin) of 5 V and using a load resistor with a 
value similar to the resistance of GF (i.e. Rload=25) the 
Vout was observed to decrease with the applied pressure 
(Figure 2(c)), indicating that the resistance of GF (RGF) 
increases with pressure. From this result, it is postulated 
that the voids size increased with the pressure due to the 
expansion of the PDMS layer integrated in GF. PDMS 
layer presented various roles, comprising protection to 
GF, faster recovery times, and more sensitivity to a 
wider range of pressures compared to bare GF. 
Characterisation showed a sensitivity of 0.0418 mV/kPa 
over a range of pressures from 1 to 50 kPa.  
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Figure 1. (a) Array of GF samples grown on polyimide substrates. Ag inkjet printed electrodes can be seen at each end of the GF 
pattern. (b) SEM image of GF, showing porous structure providing the high sensitivity of the pressure sensors. c) Raman spectra of 
the GF measured at four different points (mapping).  

Figure 2. 2D schematic of pressure sensors with (a) coplanar (b) vertical configurations. (c) Graph of sensor output (mV) vs pressure 
(kPa) for the planar configuration; inset: electric circuit used to characterise the electric response of sensors subjected to pressure.   
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1. Introduction
  The transmembrane potential is the voltage difference 
across the plasmatic cell membrane. Ion channels in the 
membrane allow a balance of the intracellular and 
extracellular ionic concentration. Several channels can 
be controlled through electrical stimuli. Thus, by 
affecting these signals, processes on cellular behaviour 
and intercellular communications can be guided [1]. 
  This is the field of study of bioelectronic medicine, 
where the use of electrodes is extended for the recording 
and application of these signals. To reach a single-cell 
transmission of the electrical impulse, the use of 
acoustic energy transmission among piezoelectric 
transducers is being explored. Piezoelectric materials 
allow a reduction on the size without the negative side 
effects that may entail the use of wireless 
electromagnetic devices. Piezoelectric nanogenerators 
(NGs) are able to convert mechanical energy produced 
by tiny strain into electricity. Among piezoceramics, 
which have a stronger piezoelectric effect, zinc oxide 
(ZnO) is easy to synthesize through hydrothermal 
growth and has been proved to be biocompatible in 
several studies [2]. We propose the use of hybrid 
piezoelectric microdevices, which consist of 
piezoelectric ZnO nanosheets (NSs) integrated on 
silicon microparticles, for their use in bioelectronic 
applications (Fig. 1). 

2. Fabrication of Microparticles
  In this work, millions of silicon microparticles with 
volumes below 100 μm3 were fabricated at a wafer level 
through microfabrication techniques. 
 The microfabrication process comprehends (1) the 
oxidation of the wafer (1 μm SiO2); (2) aluminium 
deposition through e-beam evaporation; (3) sputtering 
of aluminium nitride, AlN (100 nm); (4) patterning of 
an array of squared 3 x 3 μm2 micro particles, by using 
6512 positive resist; (5) an anisotropic etching step to 
create regular microparticles and (6) an isotropic DRIE 
etching of sacrificial SiO2 to allow the peeling-off of the 
microparticle.  

3. Synthesis of ZnO Nanostructures
  After the microfabrication process, 2D ZnO NSs were 
grown on top of the microparticles through 
hydrothermal growth. The wafer was fixed in a 
borosilicate glass reactor by using polyetheretherketone 

screws and immersed upside-down in a solution of 2:1 
ZnNO3·6(H2O):HMTA. The reactor was later placed in 
an oven at 80 ºC for 9 h. Hexagonal ZnO NSs with a 
crystalline wurzite structure and a thickness of 72 ± 25 
nm and diameter of 443 ± 76 nm were grown covering 
the AlN surface [3,4]. Then, the resulting hybrid 
microdevices were peeled off from the wafer by using a 
patented technique. After the collection, a suspension of 
more than 106 microdevices/mL per 1 x 1 cm2 chip was 
obtained. 

3. Finite Element Modelling (FEM)
  FEM simulations using COMSOL Multiphysics 5.4. 
(COMSOL, Stockholm, Sweden) allowed to model the 
electromechanical behaviour of the cell-NS interphase. 
We could determine the electrical response of the ZnO 
NSs to different forces applied by the cells. Through 
FEM simulations it was shown that these microdevices 
were able to produce electric fields in response to 
mechanical stresses or ultrasonic waves. The voltage 
produced depends on the NS thickness and the cell force 
(Fig. 2.).  

4. Biological Assessments
  Human osteosarcoma cells (Saos-2 cells) were cultured 
with a concentration 1·105 microdevices/well and 
incubated for 1, 3 and 7 days. We validated the 
microdevice cytocompatibility by means of a live/dead 
staining. An internalization assay was carried out to 
study the different positions that the microdevices can 
take with respect to the cell: internalized or outside the 
cell, facing up or upside down. Several microdevices 
can be in contact with a single cell, and thus, a large 
number of NSs are able to stimulate it. We observed 
that a 49% of cells were in contact with one 
microdevice, the 25% with two and the 12% with three. 
The 47% of the cells that had a single microdevice in 
contact did not internalized it.  
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Fig.1. SEM images of the microdevices. (A) Wafer with 
microdevices at 5K X magnification. (B) Closer view of the 
microdevice with ZnO NSs grown on the top of silicon 
microparticles at 15K X.

Fig.2. Graph of the simulated output voltage values produced 
by a single NS when a force is exerted in the perpendicular 
direction (y-axis) of the NS. 
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1. Summary
This paper presents a generic voltage amplifier 
intended to be used in a platform for acquisition of 
electrophysiological signals through a multi-channel 
micro-electrode array (MEA). The design is compatible 
with commercially available MEAs and is intended to 
be used in generic experimentation platforms with 
multiple parallel channels for signal acquisition. The 
design and the preliminary experimental results, which 
confirm the feasibility of the design, will be presented. 

2. Introduction
Micro-electrode arrays (MEAs) are devices used for 
the study of cellular dynamics and electrical exchanges 
between cultured cells, or the response of these cells to 
different external stimuli. A simple and reliable voltage 
amplifier able to interact with a variety of MEAs is 
required in order to provide an accessible and 
affordable research platform for cell study. 
The electrophysiological signals of interest acquired in 
a MEA are in the order of tens of microvolts to some 
millivolts, depending on the configuration of the 
experiment or the type of cell or group of cells to be 
studied, so an amplifier with a gain between 60 and 80 
dB, a good SNR, and capable of reliable and repetitive 
measures is needed for most applications. 
Multi-stage amplifiers are typically used [1], including 
band-pass filters to reduce the final noise. However, 
few previous designs focus on providing different gains 
for different types of cultures, making them less 
flexible. Also, typical experiments require the 
simultaneous amplification of up to 60 signals, which 
makes the cost of each individual amplifier an 
important factor to consider. 

3. Design
The design presented here will include two types of 
channels with different gains that can be used for 
different biological signals. They are a channel with a 
60-dB gain using a single stage, and an 80-dB gain
channel using two amplifier stages, each one with a
gain of 100 times for a total voltage gain of 10.000.
Both channels have fixed gains in order to simplify the
design and reduce noise level. Both will be passed
through a band-pass filter to reduce noise and remove
unwanted DC level. Typical resistance of MEAs

electrodes and traces is of hundreds of kΩ and the input 
impedance of the designed amplifier has been chosen 
to be much higher. 
In the first stage of the 80-dB amplifier channel, an 
INA333 amplifier is used with a bandwidth of around 
3.5 kHz, which is the adequate for neuron and heart 
cells. The amplified is then filtered by a first-order 
passive band-pass filter, and then amplified again using 
a TLC074 opamp, whose output is then filtered again 
with a capacitor in order to remove unwanted DC level 
shifts that may occur at this stage (Fig. 1). 

4. Experimental results
The first test setup consists of a simple 5Vpp PWM 
signal with a period of 20ms and a duty cycle of 95% 
that was inverted in order to match the polarity of 
neuron spikes and then reduced in voltage, generating a 
1ms, 50 µVpp pulse signal akin to that of a neuron 
spike. This signal was then fed to the 80-dB gain 
amplifier channel, and could be measured with an 
amplitude of around 0.5 V
For a second verification a MEA signal emulator 
(60MEA2100-SG, Multi Channel Systems GmbH) was 
used with different emulated signals representing 
several types of cellular activity, such as hippocampal 
population and neuron spikes, heart ECG and retina 
ERG (Figs. 2 and 3). All the signals were able to be 
displayed on both channels, but the 80-dB channel 
became saturated with the heart ECG and artificial sine 
signals, so in order to display them fully the 60 dB 
channel came into play in order to obtain accurate 
measurements of the different signals.
Finally, the frequency response of the amplifier was 
obtained (Figs. 4 and 5). Frequencies of interest of 
electrophysiological signals lie in the range 1-3kHz.

5. Conclusions
Preliminary tests show that the designed amplifier 
channels are adequate for electrophysiological signal 
acquisition from MEAs. The next steps are the testing 
with actual cell cultures with the amplifier, and the 
design and manufacturing of an integrated and fully 
functional 60-channel amplifier that can interface with 
any standard 49x49 mm MEA. 
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Fig. 1: Amplifier schematic 

Fig. 3: Hippocampal slice signal after being amplified 

Fig. 4: Simulated frequency response diagram of the 80-dB 

amplifier channel (green) and 60-dB amplifier channel (red) 

Fig. 5: Experimental frequency response of the 80-dB 

amplifier channel (blue) and 60-dB amplifier channel 

(orange)  

Fig. 2: Heart ECG ventricle signal after being amplified 
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1. Abstract
Biologists and physicians need tools that may study the 
biological mechanisms involved in the degeneration of 
tissues to understand and slow down the effects of the 
diseases. In this way, systems able to maintain a culture 
in its appropriate conditions, even long term, and 
compatible with electro-stimulation and acquisition, 
open a wide field of applications. The proposed design 
is a low-cost portable system that accomplishes all these 
requirements. It is based on the integration of an MEA 
with electronic systems, and a culture platform, offering 
the possibility of electro-stimulation of a cell or tissue 
culture and studying its electrical activity. 

2. Introduction
Focusing on the long-term cultures, most 

applications involve the use of incubators to maintain 
the culture in good conditions [1], and the use of 
electronic systems like Multi Channel Systems MCS 
GmbH where the electro-stimulation and acquisition are 
performed. However, there is a lack of integrated 
systems where both functions are combined. The 
development of integrated platforms with the benefits of 
having the contribution of nutrients, and even drugs to 
study their effects, while the acquisition and electro-
stimulation can be carried out is fundamental [2], and 
would allow obtaining all the relevant information for 
doctors and biologists. 

Regarding the culture platform, the cultures need 
an adequate environment to evolve in good conditions. 
This implies that nutrients have to be supplied in a 
controlled manner, and the design should be compatible 
with the addition of other liquids, to add drugs if 
required. On the side of electronics, an electrical 
interface is required to be in direct contact with the 
culture, and an electronic system has to be designed in a 
bidirectional manner, so the culture could be stimulated 
for studying its effect and being able to capture the 
evolution of the culture along the time of the 
experiment. This particular requirement should be 
highlighted, since monitoring the activity of the culture 
would allow feedback in real-time, achieving interesting 
results before the end of the experiment. The integration 

of electronics and microfluidics is the key to the 
challenge, using a low-cost technology easy to 
customize. In this way, it could be applied to many 
different cultures, even long term ones, which are the 
more stringent ones. Figure 1 shows the setup of the 
integration between the culture platform and MEA. 

3. Microelectrode Array
The electrical module is based on two elements: the 
MEA one side, where the culture is in direct contact, 
and an electronic system, on the other, in charge of the 
generation and acquisition of signals.  
Regarding the MEA, this device provides the substrate 
where the culture is deposited and offers the electrical 
connections to the external electronic system. For 
biomedical applications, obviously, the MEA has to be 
biocompatible. 
The proposed design is based on the use of 
60MEA500/30iR-Ti of Multi Channel Systems MCS 
GmbH [3], although it is compatible with other models. 
This specific model is composed of 60 microelectrodes, 
distributed in an array of 6x10 lines, with a separation 
of 500 µm. This MEA can be used for both organotypic 
or cell cultures. 

4. Culture platform
The following requirements have to be considered in the 
design of the culture platform. First of all, it has to 
contain the nutrients, encircling the culture, so one or 
more wells have to be included, where the culture is 
deposited. Moreover, it has to be connected to the pump 
system in charge of controlling its delivery along with 
the experiment. In long-term cultures the flow used to 
be very slow, so a controlled syringe pump, connected 
to this culture platform, can be used. The culture 
platform must therefore have two ports, an inlet for 
nutrients and an outlet of waste.  
Another important requirement is to design the platform 
for avoiding the creation of bubbles since they would 
result in the culture lacking nutrients and could 
deteriorate. In this way, a tilted surface has been 
designed between the inlet and outlet ports, so that in 
the purging process, the bubbles that are created move 
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towards the outlet port.  
The choice of the material for the culture platform 
has to consider many aspects. First of all, the 
material has to be biocompatible, low cost, and easy 
to manufacture. The material chosen was a 
biocompatible Uniz zSG amber resin. The 
manufacture has been performed with 3D Anycubic 
Photon printer. 

Fig.1. Caption

Fig.1. Integration of the culture platform and MEA.

5. Conclusion
A culture platform has been designed and fabricated. 
The culture platform consists of a transparent window to 
follow the evolution of the culture along with the 
experiments, and a 3D biocompatible structure with 
inlet and outlet ports to manage the medium. This part is 
assembled to a commercial microelectrodes array to 
electro-stimulate and acquire biological signals. 
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